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The Journal seeks to publish significant 
and useful articles dealing with the broad 
interests of the field of Forensic Computer 
Science, software systems and services 
related to Computer Crimes, Computer 
Forensics, Computer Law, Computer Vision, 
Criminology, Cryptology, Digital Investigation,  
Artificial Neural Networks, Biometrics, Image 
Analysis, Image Processing, International 
Police Cooperation, Intrusion Prevention 
and Detection, Machine Learning, Network 
Security, Pattern Recognition, and Signal 
Processing. Matters of digital/cyber forensic 
interest in the social sciences or relating to 
law enforcement and jurisprudence may also 
be published. 

Our goal is to achieve an editorial balance 
among technique, theory, practice and 
commentary, providing a forum for free 
discussion of Forensic Computer Science 
problems, solutions, applications and opinions. 
Contributions are encouraged and may be in 
the form of articles or letters to the editor.  

The Journal neither approves nor 
disapproves, nor does it guarantee the validity 
or accuracy of any data, claim, opinion, or 
conclusion presented in either editorial content, 
articles, letters to the editor or advertisements.

CONTENT

A paper may describe original work, discuss a 
new technique or application, or present a survey of 
recent work in a given field. Concepts and underlying 
principles should be emphasized, with enough 
background information to orient the reader who 
is not a specialist in the subject. Each paper should 
contain one key point, which the author should be 
able to state in one sentence. The desired focus 
should be on technology or science, rather than 
product details. It is important to describe the value 
of specific work within its broader framework. 

Replications of previously published research 
must contribute sufficient incremental knowledge 
to warrant publication. Authors should strive to 
be original, insightful, and theoretically bold; 
demonstration of a significant “value-added” advance 
to the field’s understanding of an issue or topic is 
crucial to acceptance for publication. Multiple-
study papers that feature diverse methodological 
approaches may be more likely to make such 
contributions.

We attach no priorities to subjects for study, nor do 
we attach greater significance to one methodological 
style than another. For these reasons, we view all our 
papers as high-quality contributions to the literature 
and present them as equals to our readers.

GUIDE FOR AUTHORS
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PRESENTATION

A paper is expected to have an abstract that 
contains 200 words or less, an introduction, 
a main body, a conclusion, cited references, 
and brief biographical sketches of the authors. 
A typical paper is less than 10,000 words and 
contains five or six figures. A paper should be 
easy to read and logically organized. Technical 
terms should be defined and jargon avoided. 
Acronyms and abbreviations should be spelled 
out and product names given in full when first 
used. Trademarks should be clearly identified. 
References should be numbered sequentially in 
the order of their appearance in the text.

SUBMISSION INFORMATION

Manuscripts should be submitted in an editable 
format produced by any word processor (MS Word 
is preferred). PDF files should be submitted only if 
there is no alternative.

By submitting a manuscript, the author certifies 
that it is not under simultaneous consideration by 
any other publication; that neither the manuscript 
nor any portion of it is copyrighted; and that it has 
not been published elsewhere. Exceptions must 
be noted at the time of submission. Submissions 
are refereed (double-blind review).

PUBLICATION PROCESS

A submitted paper is initially reviewed to 
determine whether the topic and treatment are 
appropriate for readers of the Journal. It is then 
evaluated by three or more independent referees 
(double-blind review).  The policy of double-blind 
review means that the reviewer and the author do 
not know the identity of each other.  Reviewers 
will not discuss any manuscript with anyone 
(other than the Editor) at any time.  Should a 
reviewer have any doubt of his or her ability to be 
objective, the reviewer will request not to review 
a submission as soon as possible upon receipt.  

After review, comments and suggestions are 

forwarded to the author, who may be asked to revise 

the paper. Finally, if accepted for publication, the 

paper is edited to meet Journal standards. Accepted 

manuscripts are subject to editorial changes made 

by the Editor. The author is solely responsible for all 

statements made in his or her work, including changes 

made by the editor. Proofs are sent to the author 

for final inspection before publication.  Submitted 

manuscripts are not returned to the author; however, 

reviewer comments will be furnished.

Reviewers may look for the following in a 

manuscript:

Theory: Does the paper have a well-articulated 

theory that provides conceptual insight and guides 

hypotheses formulation? Equally important, does the 

study informs or improves our understanding of that 

theory? Are the concepts clearly defined?

Literature: Does the paper cite appropriate 

literature and provide proper credit to existing 

work on the topic? Has the author offered critical 

references? Does the paper contain an appropriate 

number of references (e.g., neither over – or under – 

referencing does not occur)?

Method: Do the sample, measures, methods, 

observations, procedures, and statistical analyses 

ensure internal and external validity? Are the statistical 

procedures used correctly and appropriately? Are the 

statistics’ major assumptions reasonable (i.e., no 

major violations)?

Integration: Does the empirical study provide a 

good test of the theory and hypotheses? Is the method 

chosen (qualitative or quantitative) appropriate for 

the research question and theory?

Contribution: Does the paper make a new 

and meaningful contribution to the management 

literature in terms of all three: theory, empirical 

knowledge, and management practice?

Citation in a review: Finally, has the author given 

proper reference or citation to the original source of 

all information given in their work or in others’ work 

that was cited?

For more information, please visit www.IJoFCS.org
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EDITORIAL

Paulo Quintiliano, Ph.D.

Editor-in-chef

The publication of the first issue of Volume 
4 of the IJoFCS marks an important step in the 
development and advancement of Forensic 
Computer Science.  Our journal is taking firm 
steps to advance its stability and permanence, 
establishing itself worldwide as a source of 
new information and knowledge in the area of 
Forensic Computer Science.

In its four years of existence, the IJoFCS 
has received high ratings from the scientific 
bodies that are responsible for classifying the 
intellectual quality of scientific periodicals in 
our country.  This is surely also—or will soon 
be—the case in other countries, as copies of 
our journal spread around the world.

We are continually working towards our 
objective of bringing together scientists and 

researchers from every part of the world, 

in order to develop and advance Forensic 

Computer Science, and in order to promote a 

safer cybernetic environment for our society. 

Each new issue shows the involvement of new 

researchers, who are interested in and have 

achieved good results in our subject area, and 

who join our team as willing collaborators.

In this volume, we feature articles focusing 

on the following areas: “computer crime”, 

“computer forensics”, “digital investigation”, 

“biometrics”, “image processing” and “pattern 

recognition.”

Once again, we welcome prospective 

authors to submit their papers to IJoFCS via our 

webpage at www.ijofcs.org.
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Automatic Speaker Recognition with 
Multi-resolution Gaussian Mixture Models (MR-GMMs)

Frederico Q. D’Almeida(1), Francisco A. O. Nascimento(2), 
Pedro A. Berger(3), and Lúcio M. da Silva(4) 

(1) Brazilian Federal Police -Brazil 

(2,4) Department of Electrical Engineering at University of Brasilia - Brazil

(3) Department of Computer Science at University of Brasilia - Brazil

1. Introduction

Modern automatic speaker recognition 
(ASR) systems based on Gaussian Mixture 
Models (GMMs) have proven quite effective 
at identifying speakers given certain voice 
segments (Reynolds, 1992). However, high 
recognition rates require complex models with 
at least 16 components (Reynolds and Rose, 
1995). If a noise-robust system were developed, 
then the complexity would likely exceed 80 
components (D’Almeida et al., 2008; Ming et 

al., 2007) and carry a proportional increase in 
computational costs.

In this study, we present a Multi-resolution 
Gaussian Mixture Model (MR-GMM) speaker 
recognition technique in which each speaker 
is represented by at least two distinct models: 
a low resolution (low complexity) model used 
to conduct a pre-classification of the speakers, 

and a high resolution (high complexity) model 

used to achieve the final classification.

During the first identification stage, a large 

portion of the modeled speakers are eliminated 

by submitting the unknown voice signal to all 

low resolution models. Although such models 

are too simple to yield a certain match, the 

process does discard a great majority (up to 

85%) of incorrect speakers. During the second 

identification stage, high resolution models are 

used to test the best-match results from the first 

stage. In this manner, calculations using high 

resolution (high complexity) models are only 

carried out for a small fraction of the overall 

number of speakers. 

The final result is a two-stage identification 

process using models of varying levels of 

complexity (multi-resolution) that yields results 

similar to traditional GMM systems but at a 

Abstract - Gaussian Mixture Models (GMMs) are the most widely used technique for voice modeling 
in automatic speaker recognition systems. In this paper, we introduce a variation of the traditional 
GMM approach that uses models with variable complexity (resolution). Termed Multi-resolution 
GMMs (MR-GMMs); this new approach yields more than a 50% reduction in the computational costs 
associated with proper speaker identification, as compared to the traditional GMM approach. We 
also explore the noise robustness of the new method by investigating MR-GMM performance under 
noisy audio conditions using a series of practical identification tests. 
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considerably lower computational cost. This 
study also investigates the proposed model’s 
sensitivity to noise by conducting simulations 
with different noise levels and comparing the 
results with  traditional GMM methods.

2. Gaussian Mixture Model (GMM)

Gaussian Mixture Models are a useful data 
modeling tool when variables are distinctly 
clustered (Reynolds, 1992). This distribution is 
modeled as the weighted sum of M Gaussian 
distributions, each of dimension D, as given by

( ) ( )
1

|
M

i i

i

p x p b xλ
=

= ∑ 
.   (1)

Here x


 is a D-dimensional parameter (variable) 
vector, b

i
( x


) are the M Gaussian distributions 
comprising the model, and p

i
 are the respective 

weights of each component.  Note that i ranges 
from 1 to M. Each component of the GMM, b

i
( x


), 
is a D-dimensional Gaussian given as

( )
( )

( ) ( )1

1/2/2
'

exp
22

1 i i i

i

i D

x x
b x

µ µ

π

−− Σ −
−

Σ

  =  
  

   
 ,   (2)

which has an average value of i
µ  and a covari-

ance matrix i
Σ . The weights of the mixture com-

ponents are appropriately normalized so that 
their sum total is unity.

In equation , λ represents the complete de-
scription of a GMM including its averages, 
weights and covariance matrices:

{ }, , , 1,...,
i i i
p i Mλ µ= Σ =

. (3)

In ASR systems, the voice of each speaker is 
modeled by a different GMM which produces 
a model λ

s
 with s ranging from 1 to the total 

number of modeled speakers S. The modeled 
universe of speakers is represented by U:

{ }, 1,...,
s

U s Sλ= = . (4)

2.1. GMM Training

For GMM training, an audio file is required 
containing voice recordings of each speaker to 
be modeled (training files). For each training file, 
various parameter vectors t

x


 are calculated for 
different instances in time t. The set of these 
parameter vectors extracted from the training 
files of a particular speaker is represented by  

{ }1 2, ,...,
s T
X x x x=   

.     (5)

Note   that   the   speaker   index   s   in   equation      has  
been  removed  from  the  right  side  of  the  equation  
for  clarity.

The aim of the GMM training is to adjust the 
parameters of the model of speaker, λ

s
, in order to 

maximize the probability of occurrence of the set 
of parameter vectors X

s
. To simplify the problem, 

it is assumed that each parameter vector t
x


 is 
independent of the others, allowing the following 
notation:

( ) ( )
1

| |
T

s s t s

t

p X p xλ λ
=

=∏ 
.     (6)

This is a non-linear function of the parameters 
of model λ

s
, which does not allow direct 

maximization. Generally, maximization of  is 
performed with the Expectation-Maximization 
(EM) algorithm as described by Dempster et al. 

(1977).

2.2. Speaker Identification

To identify the speaker belonging to the test 
voice file, one must determine which of the models 
λ

s
, of universe U, present the greatest a posteriori 

probability of a set of parameters calculated from 
the given test file. That is,

( ) ( ) ( )
( )

|
argmax | argmax

s s

s s

s
U U

p Y p
s p Y

p Yλ λ

λ λ
λ

∈ ∈
= = ,  (7)
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where Y is the set of parameter vectors calculated 
from the test file, { }1 2, ,...,

T
Y y y y=   

, and Bayes’ 
rule is applied.

Assuming that all speakers are equally probable, 

( ) ., 1,...,
s

p cte s Sλ = = , and considering that 
p(Y) is a constant depending solely on the tested 
recording (and therefore the same for all speakers 
in the universe), then identifying the speaker is as 
simple as calculating

( )argmax |
s

s
Y

s p Y
λ

λ
∈

= . 
  

 (8)

If one also assumes independence among 
the elements of the test parameter vector, as 
formulated in  for the training parameters, and 
maximize the logarithm of the probability instead, 
then equation  becomes 

( )
1

argmax log |
s

T

t s
U
t

s p y
λ

λ
∈ =

= ∑ 
 .  (9)

Note that using the logarithm helps to avoid 
numerical problems since the probabilities 
involved in equation  are extremely small.

Since the length of times for each speaker’s 
audio file are not exactly equal, equation  is 
normalized with respect to time as

( )
1
log |

argmax
s

T

t s

t

U

p y

s
Tλ

λ
=

∈
=

∑ 

 .  (10)

It is assumed that correct identification takes 
place when the speaker who maximizes equation 
, s , is in fact the correct speaker ŝ :

ˆs s= .     (11)

2.3. Computational Cost
The computational cost associated with iden-

tifying the speaker is a function of several fac-
tors. For example, it depends on the number of 
speakers in the universe S, since all models need 

to be simulated to find the specific model that 
maximizes equation ; the duration of the test file 
used since the voice parameter vectors t

y


 are ex-
tracted at fixed time intervals; the dimension of 
the Gaussian components D used in the model; 
and the number of components M of the models

All parameters were studied when minimizing 
the computational cost associated with speaker 
identification except the number of speakers 
in the universe, which cannot be altered for a 
given application (Reynolds and Rose, 1995). For 
the number M of model components, Reynolds 
and Rose (1995) determined that at least 8 to 
16 components are required for good system 
performance with noiseless audio; a result 
confirmed during this study as well. When 
developing multi-conditional systems robust 
to noise, the minimum number of components 
increases to between 64 and 128 according to 
D’Almeida et al. (2008) and Ming et al. (2007).

From the definition of the GMM in equation , 
the total computational cost W of an identification 
task (during the test phase only) is approximately 
proportional to the number of Gaussians M in 
the speaker models λ. In reality, for each new 
component introduced into the models, it is 
necessary to calculate a new Gaussian defined 
by equation , multiply it by the coefficient of 
the mixture, and then add the new product 
to the renormalization sum in equation . The 
computational costs for temporal normalization 
and maximum identification (the argmax function) 
expressed in equation  are independent of the 
number of model components. These costs are 
of little overall significance since the calculations 
are executed only once for each speaker and test 
file, as compared to the calculations for equations  
and  which are executed once for each parameter 
vector y

i
. Thus, even for short test files lasting only 

1 second, there are still 50 calculations  carried 
out for equations  and  when evaluating equation 
. The cost for calculating the logarithm is also 
independent of the number of model components, 
and even though it must be performed for each 
parameter vector y

i
, it is still of little relevance 

since it consists of a single scalar operation.



12 Automatic Speaker Recognition with Multi-resolution Gaussian Mixture Models (MR-GMMs) 

 

We also consider the cost of extracting the 
parameters y

i
 from the questioned audio file. 

The parameters which are most frequently 
used in ASR systems are the Mel Frequency 
Cepstral Coefficients (MFCC) which offer the 
best identification performance (D’Almeida and 
Nascimento, 2006). In this case, FFT and other 
calculations are needed, which carry relatively 
high computational complexities. However, 
since this calculation is carried out just once for 
the whole procedure, then this cost will not be 
as significant in terms of the total identification 
effort with a sufficiently large speaker universe.

Therefore, under certain conditions normally 
met by ASR systems, it can be stated with certain 
precision that the identification cost for GMM 
models is proportional to the quantity of model 
components:

GMM
W M∝

. 
  

(12)

3. Multi-Resolution Gaussian 
Mixture Models (MR-GMM)

There have been several experiments aimed 
at minimizing the number of GMM components 
without compromising speaker identification (e.g., 
Reynolds and Rose, 1995), but one issue that has 
not been fully addressed in the literature is how 
optimizing models with less than 16 components 
(for noiseless audio) significantly reduces the 
performance of the system in terms of the number 
of correctly identified speakers. However, in this 
situation, it is expected that the correct model still 
receives one of the highest scores (on equation 
(10) classification). Thus, modeling with a fewer 
number of components may not be capable of 
exactly determining the correct speaker, but must 
be capable of separating, within the universe, a 
subgroup containing the correct speaker.

To take advantage of this idea, loosening 
the success condition might allow high positive 
identification rates even for models with only 
2 or 4 components. This can be expressed 
mathematically as:

ŝ U∈  ,  (13)

where U  is a subset of the speaker universe U 
given by

( )
1
log |

,

T

t s

t
s

p y

U U
T

λ
λ ξ=

  
  
  = ∈ ≥        

∑ 

 .   (14)

Here ξ is the C-th greatest value of the expression 
between brackets in equation  calculated for all 
models in the universe. The value of C is defined 
based on the model order used and the required 
performance.

Of course, loosening the system’s success 
condition as described by equations  and  leads 
to a new problem: the resulting identification 
is no longer a single speaker, but instead a set 
of C speakers.  Naturally, this does not produce 
a precise speaker identification. However, the 
precise identification can then be determined 
through a new GMM system, now with 16 
components, and using a standard identification 
process as expressed in equation  and applied to 
the restricted set of speakers U .

In this study, we propose a systematic speaker 
identification process in successive stages through 
GMM models of various resolutions (number of 
components).  This new modeling approach is 
termed Multi-resolution Gaussian Mixture Models 
(MR-GMMs).

3.1. Mathematic Formulation and Train-
ing

The MR-GMMs are essentially extensions of the 
traditional GMM approach. The main difference 
between these two techniques is that, for a given 
speaker, the MR-GMM approach has two or more 
distinct GMM models with different degrees of 
complexity (number of components). Analogous 
to equation (3), the MR-GMM approach may be 
formulated as
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where M
k 

> M
k-1

. Note that the subscript k for 
model λ

k
 does not index different speakers as 

index s does in equation . Rather, k refers to 
the submodels comprising a single MR-GMM. 
Consequently, all models λ

k
 are of a single 

speaker. The set of all MR-GMM models or the 
universe of modeled speakers U is defined similar 
to equation  as

{ }, 1,...,
s

U s S= Λ =
.  (16)

The training for each submodel λ
k
 of a single 

MR-GMM model Λ is carried out as the training 
of a normal and independent GMM model. The 
different submodels of a single speaker may be 
trained from the same audio segment; this has 
no effect on the global model since the aim of the 
MR-GMM is to use models of different resolutions 
to minimize the overall computational cost 
during speaker identification. In reality, training 
the submodels with the same audio segment is 
a more natural alternative since it eliminates the 
need to alter the existing databases.

3.2. Speaker Identification
There is a significant difference between the 

MR-GMM and GMM approaches during the speaker 
identification phase (test phase). For GMMs, the 
model of each speaker is evaluated according 
to the tested audio segment in order to find the 
most likely match according to equation . On 
the other hand, the MR-GMM approach does not 
conduct the test in a single evaluation. Successive 
test stages are carried out, each using a model 
with a resolution greater than its predecessor, 
and speakers are gradually selected until the best 
candidate is determined in the final stage.

The fundamental idea behind MR-GMMs is 
that they can reduce the computational cost of 

identifying the speaker by reducing the average 

complexity of the models used while not 

sacrificing overall performance. This requires a 

gradual speaker selection process using models 

of increasing complexity, using high-complexity 

models only for a limited number of speakers in 

the universe.

During the first test phase, less complex 

models for each speaker, Λ
s,1

, are first used to 

select the C
1
 models from universe U which best 

matches the test audio. Note that we use Λ
s,k

 as the 

GMM submodel λ
k
 associated with the MR-GMM 

Λ
s
. The result of the first test phase is a subset of 

the speaker universe, denoted as U
1
, containing 

C
1
 models of the best-matching speakers at low 

resolution:

( ),1
1

1 1

log |
,

T

t s

t
s

p x

U U
T

ξ=

  
Λ  

  = Λ ∈ ≥        

∑
,  (17)

where ξ
1
 is the C

1
-th greatest value of the 

expression between brackets in equation , 

evaluated for all Λ
s,1

 models in U.

During the second phase of the test, the initial 

procedure is repeated but now with models with 

the second lowest resolution Λ
s,2

 in universe U
1
 

from the previous stage. In this phase, the result 

is a subset 2 1U U⊂  given by

( ),2
1

2 1 2

log |
,

T

t s

t
s

p x

U U
T

ξ=

  
Λ  

  = Λ ∈ ≥        

∑
,     (18)

where ξ
2
 is the C

2
-th greatest value of the 

expression in brackets evaluated for models Λ
s,2

, 

1s U∈ .

The testing process gradually reduces the 

speaker universe according to
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until the last stage K where the model that best 
adjusts to the audio test (thus, where C

K
 is always 

equal to 1) is determined by the expression 
analogous to equ

( ) ( )
1

,
1

1

,
1

|log
,

log |
ˆ arg max

k

T

t s K

t

s k K

T

t s K

t
K

s U

xp

U
T

p x

S U
T

ξ
−

=
−

=
∈

Λ

Λ ∈ ≥

 
Λ 

 = = = 
 
  

∑ ∑
. (20)

3.3. Computational Advantage
The computational advantage of using MR-

GMM is from the possibility of reducing the average 
complexity of the models used during speaker 
identification. Thus, it is essential to determine 
the parameters M

k
, the number of components of 

each of the submodels Λ
s,k

, and the quantity of 
speakers classified to the next stage C

k
.

The total computational cost for speaker 
identification with MR-GMM is given by

11 1
1 2

1
...

K

kK
MR GMM K k

k

CC C
W M M M M

S S S

−−
−

=
∝ + + + = ∑

, (21)

where, for simplicity, we define C
0
=S, indicating 

that all speakers are considered in the first 
evaluation. Note that since more than one test is 
conducted for each speaker (speakers tested and 
classified in stage k are tested again in stage k+1), 
a poor choice of M

k
 and C

k
 may cause an increase 

in the total computational cost compared to 
traditional GMM models. For example, assuming 
a MR-GMM model with only two resolutions M

1
=8 

and M
2
=16 (that is, the first phase of the test is 

conducted with an 8-component model, and the 
second and last phase is conducted with a 16–
component model) and with C

1
=S/2  (50% of 

the best models in the universe pass on to the 
second training phase), then the total cost W of 
the process is

1
1 2 216

MR GMM GMM

C
W M M M W

S
− ∝ + = = = ,      (22)

and thus there would be no reduction in the 
computational cost over a 16-component GMM 
model.

In addition, as long as the values of M
k
 and 

C
k
 are adequately adjusted, one expects that 

a MR-GMM model conducting its last cycle of 
tests comprised of M

K
 components would have 

a speaker identification performance equivalent 
to a GMM model with M

K
 components. For this 

reason, computational cost comparisons must be 
made using a GMM model of this complexity.

In order to effectively reduce the total 
computational cost of the process, parameters M

k
 

and C
k
 must be selected such that

1

1

K

k
MR GMM k K GMM

k

C
W M M W

S

−
−

=
∝ < =∑ .(23)

The relative reduction of the computational 
cost of the identification process can then be 
calculated as 

 1

1 1

1
1 1 1

K

k
k K

MR GMM k k k

GMM K Kk

C
M

SW M C
G

W M M S

−

− = −

=
= − = − = −

∑
∑ .   (24)

4. Performance Evaluation 
and Results

Simulations used to analyze the performance 
of MR-GMM models were conducted using the 
voice database described by D’Almeida et al. 

(2007).  The characteristics are this dataset are 
described below.

4.1. Description of the Audio Database
The voice database consisted of 30 different 

speakers (S = 30), half male and half female. Each 
speaker was recorded while reading identical pre-
defined texts, and each recording was broken into 
21 files with the same starting and ending points 
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for all speakers. Thus 21 files were generated for 
each speaker, indicated by A

n,s
 where s indicates the 

speaker and n indicates the segment of the recorded 
file. The first segment of the 21 audio clips for each 
speaker was used to train the MR-GMM models, and 
the remaining 20 segments were used to carry out 
the 20 different identification tests.

All recordings were made in acoustically 
prepared environments with professional 
microphones and audio capture cards. Files 
were acquired at a sampling rate of 22 kHz, 16-
bit quantization, in monaural mode. From this 
initial database, versions of the audio files were 
generated with other sampling frequencies and 
codifications: 16 kHz/16 bits, 11 kHz/16 bits, 
11 kHz/8 bits-µ-law, 8 kHz/8 bits-µ-law, and 
8 kHz/8 bits. Identification tests were conducted 
using all of the above file versions.

Before carrying out the tests, all audio files 
were normalized such that their peak amplitude 
corresponded to 100% of the maximum 
quantization value. Silent segments were then 
excluded from the files by an automatic silence 
detector based on the signal energy measured in 
20 ms windows using a 15 ms window overlap 
(thus 5 ms increments) and a manually defined 
silence threshold (a single value for all files) based 
on practical tests.

For all simulations, MFCC parameters were 
used as the modeling parameters since this has 
produced the best results in ASR applications 
(D’Almeida and Nascimento, 2006). The 
parameters were calculated for each 20 ms audio 
window with no overlapping, using filter banks 
applied directly to the signal frequency spectrum 
calculated in the same window. From each window, 
12 MFCC parameters were extracted. Parameter 
normalization was performed for both the model 
and test phases as outlined in Reynolds and Rose 
(1995), as a way of increasing system performance 
(removal of the average values of the coefficients).

4.2. TEST PROCEDURE AND RESULTS
Tests were carried out by comparing the 

performances (number of correct identifications) 

of a traditional 16-component GMM system 
(W

GMM
 = 16) with three MR-GMM systems. All MR-

GMM models were constructed with only two 
identification stages (resolution) (K = 2), given the 
relatively small speaker universe available in the 
database (S = 30). Diagonal covariance matrixes Σ

i
 

were used for all models since Reynolds and Rose 
(1995) demonstrated that this has no negative 
effect on the overall performance.

The first MR-GMM model, called MR-GMM 1, 
used parameters C

0
=30, C

1
=5, M

1
=6, and M

2
=16. 

The computational cost of this model calculated 
using equation  is

 
1

1
1

56 16 8.67
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K

k
MR GMM k

k

C
W M

S

−
−

=
∝ = + =∑  (25)

The second MR-GMM model, called MR-GMM 2, 
used parameters C

0
=30, C

1
=5, M

1
=4, and M

2
=16 

and produced a computational cost of

1
2

1

54 16 6.67
30

K

k
MR GMM k

k

C
W M

S

−
−

=
∝ = + =∑   (26)

The third MR-GMM model, called MR-GMM 3, 
used parameters C

0
=30, C

1
=5, M

1
=2, and M

2
=16 

and resulted in a computational cost of

1
3

1

52 16 4.67
30

K

k
MR GMM k

k

C
W M

S

−
−

=
∝ = + =∑

 

(27)

The reductions in the computational costs of 
the MR-GMM models, as calculated by equation , 
are 45.81%, 58.33% and 70.83%, respectively.

To carry out the comparisons in similar 
conditions and exclude affects other than the 
difference in modeling techniques, the submodels 
of the 16-component MR-GMM (Λ

s,2
) were the same 

for all MR-GMM models and were also used as the 
GMM models of each speaker (λ

s
). Thus, it was 

possible to eliminate performance differences from 
the training of the models so that the alterations 
in the correct identification rates only reflected 
the difference between the MR-GMM modeling 
techniques using progressive identification stages 
versus the traditional GMM technique.
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The results of the tests are presented in 

Table 1. Note that the MR-GMM 1 and MR-GMM 

2 models gave results that closely matched the 

traditional GMM model, while MR-GMM 3 suffered 

from significant performance loss. Thus MR-

GMM models can provide a computational cost 

reduction of up to 58% with no relevant losses 

in system performance for noiseless audio. Also 

note that for the MR-GMM 1 and MR-GMM 2 

models, significant performance losses were only 

observed for the 8 kHz audio sampling frequency 

and 8 bit codification. For all other cases, there 

was no significant performance alteration since 

the maximum difference in correct identification 

rates was limited to 0.3 percentage points for the 

MR-GMM 1 model and to 0.5 percentage points 

for the MR-GMM 2 model.

4.3. Robustness to noise
To analyze the noise-sensitivity of the MR-

GMM models, simulations were performed using 

noiseless audio samples and with the same sam-

ples after adding various levels of noise. In these 

simulations, only the MR-GMM 1 and MR-GMM 2 

models were used since the performance of the 

MR-GMM 3 model was considered unsatisfactory 

even for noiseless audio.

The noisy audio samples were generated from 

the “noiseless” audio (the originally captured files) 

by adding white noise to the files. Even though 

the noise presence was simulated, practical tests 

with ASR systems carried out by Ming et al. (2007) 

confirmed that the computational addition of 

noise is quite similar to the physical (acoustic) 

addition of noise present during the moment of 

capture.

The values of the signal-to-noise ratios (SNRs) 

used in the simulations were 60 dB, 50 dB, 40 dB, 

30 dB, 26 dB, 20 dB, 16 dB, 10 dB, 8 dB and 5 dB. 

The 60 db SNR value corresponds to the audio 

acquisition system’s intrinsic SNR; this value was 

estimated from the average energy of the signal 

during the moments of silence (absence of voice) 

and during speaking. Thus, no additional noise 

was inserted for the 60 dB SNR audio. For the 

remaining cases, noise addition was performed 
so as to maintain a particular average SNR over 
the entire audio segment. This was done by 
calculating the average energy of the signal, E

s
, in 

the audio sample according to

[ ]2
s s

m

E y m= ∑ ,  (28)

where y
s
 is the audio signal vector and m the 

temporal index of the samples. A noise vector 
y

n
 was then generated containing samples with 

zero mean and Gaussian-distributed amplitudes, 
and having the same dimension of the signal 
vector y

s
. The energy of the noise vector was then 

calculated as

[ ]2
n n

m

E y m= ∑ .  (29)

Subsequently, the amplitudes of the noise 
vector were adjusted so as to obtain the desired 
SNR, that is

' . . s
n n

n

E
y y SNR

E
= .  (30)

Finally, the noise vector with adjusted amplitudes 
was added to the original signal vector, generating 
a audio vector y used in the analysis:

'
s n

y y y= + .  (31)

For the noise robustness analyses, only the 
following sampling frequencies and codifications 
were used: 22 kHz / 16 bits, 11 kHz / 16 bits, 
8 kHz / 8 bits µ-law, and 8 kHz / 8 bits linear.

It must be pointed out that calculating the 
noiseless audio energy was done after removing 
the silent segments, since this removal was part 
of the signal pre-processing. Thus, the average 
power (total energy per total time) calculated 
from this signal is greater than it would be if the 
entire signal (including the silent excerpts) were 
considered. Consequently, to obtain an established 
SNR, the average power of the noise signal to be 
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added to the signal, y’

n
, is likewise greater than it 

would be for the entire audio file (including silent 
segments). For the conducted tests, it was found 
that the SNR values in the present study are equal, 
on average, to values nearly 10% greater than 
those that would be obtained if the noise addition 
process were conducted on the entire audio file.

Note that the SNR measurement methodology 
used in this study was chosen for several reasons. 
First, since the speaking rhythm and pause intervals 
between words and sentences varied according to 
each individual, the measurement of the global 
SNR would depend on these periods of silence. 
Thus, different SNR values would be obtained even 
if the average power of the signal (in the segments 
with voice) and the noise remained fixed. Second, 
the detection of the speech and silence segments 
is much simpler for noiseless audio files for which 
a simple energy detector may be used.

The MR-GMM results obtained using the 
noise-augmented files were compared to results 
obtained from traditional GMM results using the 
same files. Just as in the noiseless audio analysis, 
the submodels of the 16-component MR-GMM, 
Λ

s,2
, were used as GMM models of each speaker, 

λ
s
, in order to eliminate performance differences 

resulting from the training of the models. The 
results of the tests conducted with models MR-
GMM 1 and MR-GMM 2 are organized in Tables 
2 through 5 below. Visually summaries of Tables 
2 through 5 are presented in Figures 1 through 
4 as well.

For the 22 kHz audio files, the performance 
differences between the MR-GMM and GMM 
approaches were extremely small. For MR-GMM 
2, this difference was limited to 2.2 percentage 
points for the worst case and had an average 
difference of 0.7 percentage points. For the MR-
GMM 1 model, the differences were limited to 
0.2 percentage points for the worst case and 
the model performed on average as well as the 
traditional GMM approach.

For the 11 kHz audio files, the MR-GMM 2 mod-
el again had a worst-case performance degrada-
tion of 2.2 percentage points and an average deg-

radation of 0.4 percentage points. The MR-GMM 1 
model had no degradation in this simulation.

Simulations using the 8 kHz µ-law audio indicate 
that the MR-GMM 2 approach has a degradation 
limited to 1.2 percentage points and an average 
difference of 0.4 percentage points. The MR-
GMM 1 model has a maximum degradation of 0.5 
percentage points but performed on the average 
0.2 percentage points better than the traditional 
GMM approach.

Results for the 8 kHz 8-bit linear audio files 
show a maximum loss of 3.2 percentage points 
and an average loss of 0.6 percentage points for 
the MR-GMM 2 model, and a maximum of 1.2 
percentage points and average of 0.1 percentage 
points for the MR-GMM 1 model.

5. Conclusion

The Multi-resolution Gaussian Mixture Models, 
or MR-GMMs, proposed in this study proved to be 
an effective alternative for developing high–per-
formance automatic speaker recognition systems 
with significant reductions in computational costs 
over traditional Gaussian Mixture Models. Our 
simulations indicate that cost reductions of up to 
58.3% for noiseless audio are possible with no sig-
nificant degradation in the speaker identification 
performance. For noisy audio, depending on the 
sampling frequency and type of codification, re-
ductions of as much as 45% to 58% are possible 
with no relevant losses in the identification rates 
as compared to the traditional GMM approach.  
Note that these results hinge on a relatively small 
sample database of 30 speakers, thus the use of 
MR-GMM models with more than two identification 
stages was not feasible. This may have limited the 
gain in computational cost, and larger databases 
using more identification stages may yield further 
improvements in computational efficiencies.
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TABLE 1:
Correct identification rates (%) and computational cost reducti

Sampling   Freq.   Model

GMM MR-­GMM  1 MR-­GMM  2 MR-­GMM  3

100.0 100.0 100.0 99.2
100.0 100.0 100.0 99.0
99.8 99.5 99.3 91.7

µ-­law 95.7 95.7 95.2 91.0
µ-­law 96.2 96.2 96.2 93.8

98.7 97.5 96.8 89.8
-­ 45.8 58.3 70.8

Table 2:
Correct identification rates (%) for 22 kHz / 16 bits audio

Model

GMM MR-­GMM-­1 MR-­GMM-­2

60 100.0 100.0 100.0
50 100.0 100.0 100.0
40 99.3 99.3 99.3
30 93.7 93.7 93.7
26 83.0 83.2 81.8
20 54.7 54.7 52.5
16 28.5 28.8 26.5
10 13.8 13.7 13.2
8 12.0 12.0 11.3
5 10.0 10.0 10.2
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Table 3:
Correct identification rates (%) for 11 kHz / 16 bits audio

Model

GMM MR-­GMM-­1 MR-­GMM-­2

60 99.8 99.8 99.8
50 99.8 99.8 99.8
40 98.5 98.5 98.5
30 94.3 94.3 92.2
26 83.5 83.5 83.5
20 53.7 53.8 52.0
16 30.2 30.2 30.2
10 10.7 10.7 10.7
8 6.0 6.0 6.0
5 2.8 2.8 2.8

Table 4:
Correct identification rates (%) for 8 kHz / 8 bits µ-law audio

Model

GMM MR-­GMM-­1 MR-­GMM-­2

60 99.0 99.0 98.5
50 99.2 99.2 98.0
40 98.2 98.2 97.5
30 93.3 93.5 92.2
26 81.5 81.0 80.5
20 48.3 48.8 48.5
16 30.2 31.2 30.7
10 14.0 13.8 13.2
8 9.3 9.7 9.3
5 5.8 6.3 6.0

Table 5:
Correct identification rates (%) for 8 kHz / 8 bits

Model

GMM MR-­GMM-­1 MR-­GMM-­2

60 95.2 95.2 95.2
50 96.2 96.2 96.2
40 97.2 97.2 97.2
30 96.5 96.5 96.0
26 93.5 93.5 93.2
20 71.7 71.7 69.3
16 46.2 45.0 43.0
10 11.5 11.5 11.7
8 8.3 8.5 8.5
5 5.7 5.7 5.3
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FigurE 1:
Correct identification rates 
for 22 kHz / 16 bits audio

0

20

40

60

80

100

0102030405060

Co
rr
ec
t  I
de
nt
ifi
ca
tio

n  
Ra

tio
  (%

)
Test  Audio  SNR  (dB)

GMM

MR-­‐GMM  1

MR-­‐GMM  2

FigurE 2:
Correct identification rates 
for 11 kHz / 16 bits audio
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FigurE 3:
Correct identification rates  

for 8 kHz / 8 bits µ-law audio
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FIGURE 4:
Correct identification rates  

for 8 kHz / 8 bits
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1. Introduction

Author identification, also called authorship 

attribution, is the task of determining the 

author of a piece of work. All humans have 

unique patterns of behavior, much like the 

uniqueness of biometric data. Therefore, 

certain characteristics pertaining to language, 

composition, and writing, such as particular 

syntactic and structural layout traits, patterns 

of vocabulary usage, unusual language usage, 

and stylistic traits, should remain relatively 

constant. The identification and learning of 

these characteristics with a sufficiently high 
accuracy is the principal challenge in author 
identification. 

This paper describes the methods, analysis, 
and results of using data mining classification 
to perform author identification on instant 
messaging (IM) communications for the 
purpose of computer forensics analysis. The 
classification methods presented here profiled 
author behavior using various linguistics 
patterns and characteristics. The principle 
objectives were to create a set of characteristics 
that remained relatively constant for a large 

Abstract - Instant messaging (IM) is a well-established means of fast and effective communication. 
Once used primarily by home users for personal communications, IM solutions are now being 
deployed by organizations to provide convenient internal communication. This often includes 
the exchange and discussion of proprietary and sensitive information, thus introducing privacy 
concerns. Although IM is used in many legitimate activities for conversations and message 
exchange, it can also be misused by various means. For example, an attacker may masquerade as 
another user by hijacking the connection, performing a man-in-the-middle attack, or by obtaining 
physical access to a user’s computer. There are various reasons that an attacker might want to 
masquerade as someone else, including spying, disgruntlement, snooping, or other malicious 
intentions. Analysis of IM in terms of computer forensics and intrusion detection has gone largely 
unexplored until now. This paper explores IM author classification based on author behavior. 
Author classification may be used for author identification/validation for forensics analysis or 
masquerade detection. The experiments presented here applied classification methods to IM 
messages to determine whether the author of an IM conversation could be identified based strictly 
on user behavior, and to determine the strongest identifying characteristics. 
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number of messages written by a single author, 
and to classify these messages as belonging to 
a particular author. 

The goals of this research were to answer the 
following questions:

Can we identify an author of an IM 

conversation based strictly on author 

behavior?

What behavior characteristics are the 

strongest classifiers?

This research investigated the foundational 
techniques necessary to incorporate IM 
author identification into computer forensics 
investigations (as digital evidence) and intrusion 
detection technologies (such as masquerade 
detection).

2. Related Work

The area of IM communications has been 
largely unexplored thus far. There has been 
significant research in identifying authors of text, 
such as Shakespeare’s works and the Federalists 
papers, as well as in email and virus authorship 
identification. There has also been some research 
in online user behavior. However, the results 
of these research areas have not been applied 
to IM. Some important works related to IM 
communications research include the following:

Can Online Behavior Unveil Deceivers? by L. 
Zhow and D. Zhang. This research explores 
online deception behavior in a group IM 
setting.

Extracting Social Networks from Instant 

Messaging Populations, by J. Resig, S. 
Dawara, C. M. Homan, and A. Teredesai. This 
research investigates IM communities as 
social networks.

A Framework for Mining Instant Messaging 

Services, by J. Resig and A. Teredesai. This 
research explores various data mining issues 
and how they relate to IM and counter-
terrorism efforts.

Applying Authorship Analysis in Cybercrime 

Investigation, by R. Zheng, Y. Qin, Z. Huang, 

and H. Chen. This research presents an 

authorship analysis approach for identity 

tracing in cybercrime investigations.

Multi-Topic E-mail Authorship Attribution 

Forensics, by O. de Vel, A. Anderson, 

M. Corney and G. Mohay. This research 

investigates the forensics authorship 

identification or categorization of multi-topic 

e-mail documents.

Language and Gender Author Cohort Analysis 

of E-mail for Computer Forensics, by O. de 

Vel, A. Anderson, M. Corney, and G. Mohay. 

This research investigates the gender and 

language background of an author, based 

on cohort attribution mining from e-mail text 

documents.

Gender-Preferential Text Mining of E-mail 

Discourse, by O. de Vel, A. Anderson, M. 

Corney, and G. Mohay. This study provides 

additional research on gender identification, 

based on user text analysis.

The first three works are related to IM, but 

are not focused on author identification. The last 

four works focus on applying user behavior and 

pattern analysis techniques to email, but do not 

consider IM. It is a natural extension to apply the 

techniques used for email, forensics, and other 

purposes to IM author profiling and identification.

3. IM Architecture

Most IM networks use a client-server model 

in which a service provider maintains the server. 

Users register themselves with the service provider, 

and download a compatible client for use on the 

service provider network. Users connect to the 

central server with the client and begin adding and 

conversing with other network users, commonly 

designated as “buddies” or “friends”. Buddies are 

maintained in a Buddy List, which shows when 

users are logged on for communication. Popular 

IM service provider networks include AOL, Yahoo, 
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MSN, and Google. Each of these networks provides 

a compatible communication client. Some clients, 

such as Trillian and Gaim, can connect to multiple 

provider networks at once. Most client products 

allow logging of IM conversations. The IM 

conversations are logged in a simple text format, 

making it easy to parse and analyze conversation 

data. This paper used IM conversation logs for 

author identification and validation.

4. Author Behavior Categorization

Author behavior categorization uses a set of 

characteristics that remain relatively constant 

for a large number of IM messages written by 

an author. These characteristics, known as stylo-

metric features, include syntactic and structural 

layout traits, patterns of vocabulary usage, un-

usual language usage, and stylistic features. Each 

author has various stylometric features that are 

sufficient to uniquely identify him or her. Stylo-

metric features are often word-based, including 

word and character frequency distributions, word 

length, and sentence length. Literary analysts and 

computational linguists often use frequency lists. 

Various syntactic features are also included, such 

as the use of function words (short all-purpose 

words such as “the” and “to”), punctuation, greet-

ings and farewells, and emoticons. Users also 

use abbreviations for common phrases such as 

LOL (laughing out loud) and ROTFL (rolling on the 

floor laughing), as well as shortened spellings of 

Character  frequency  distribution  (upper/lowercase,  numbers,  and  special  characters)
Word  frequency  distribution
Emoticon  frequency  distribution
Function  word  frequency  distribution
Short  word  frequency  distribution
Punctuation  frequency  distribution
Average  word  length
Average  words  per  sentence
Contains  a  greeting
Contains  a  farewell
Abbreviation  frequency  distribution
Spelling  errors
Grammatical  errors

Table 1
Instant Messaging Author Behavior Categories

Special  characters .    ,    !    ?    @    #    $    %    ^    &    *    -­    _    +    =    ‘    \
Emoticons :-­)    :)    :-­(    :(    ;;-­)    ;;)    :-­P    :P    ;;-­P    ;;P    :-­D    :D    :’-­(  

:’(    :\*    :-­\*
Abbreviations

Sentence  Structure Average  words  per  sentence

Table 2
Pre-defined Attributes
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words such as ru (are you) and 4 (for). Table 1 
shows the stylometric features that may be col-
lected and analyzed for IM author classification.

5. Data Description

The experiments used IM conversation logs 
collected by the Gaim and Adium clients. The IM 
conversations were logged to ASCII text files in 
the following format:

[timestamp] [user name:] [message]

For example:

(14:19:29) User1: hey, what time is the meeting 
today?

(14:19:35) User2: It is at 11AM…are you going?

(14:19:39) User1: yeah, I will be there, it sounds 
very interesting! :) :) 

The data required a series of preprocessing 
steps. First, the raw IM logs were parsed to extract 
data for each user. The data were prepared for 
analysis by removing all entries that did not 

belong to the user under analysis (UserX), as well 
as removing both the timestamp and username. 
Thus, an example of a formatted log for User 1 
looks like the following:

hey, what time is the meeting today?

yeah, I will be there, it sounds very interesting! :) :) 

Next, the logs were split into 2500 character 
segments to create instances. Sometimes this 
was a complete single conversation log, and 
sometimes it involved combining smaller con-
versation logs to meet the required length. Fi-
nally, the instances were processed to generate 
frequency totals for each attribute of a behavior 
category for the author. The frequency total data 
was outputted in CSV format and formatted as a 
Weka data file.

The data used in this research consisted of 
IM conversation logs for four users categorized 
in the following classes: User1, User2, User3, 
and User4. The data was parsed to calculate the 
sentence structure and the frequencies of pre-
defined special characters, emoticons, and ab-
breviations, resulting in a total of 69 numeric at-

J48 Overall  Accuracy:             Error:  
TP FP   

  a   b   c   d    < - -  
c l a s s i f i e d  a s
 3 4   1   0   0  |   a  =  U s e r 1
  0  3 5   0   0  |   b  =  U s e r 2
  0   1  3 4   0  |   c  =  U s e r 3
  1   0   0  3 4  |   d  =  U s e r 4

.97 .01
1 .019
.97 0
.97 0

IBk Overall  Accuracy:             Error:  
TP FP   

  a   b   c   d    < - -  
c l a s s i f i e d  a s
 3 4   1   0   0  |   a  =  U s e r 1
  0  3 4   1   0  |   b  =  U s e r 2
  0   2  3 3   0  |   c  =  U s e r 3
  0   0   0  3 5  |   d  =  U s e r 4

.97 0

.97 .029

.94 .01
1 0
Overall  Accuracy:             Error:  
TP FP   

  a   b   c   d    < - -  
c l a s s i f i e d  a s
 3 5   0   0   0  |   a  =  U s e r 1
  0  3 5   0   0  |   b  =  U s e r 2
  0   0  3 5   0  |   c  =  U s e r 3
  1   0   0  3 4  |   d  =  U s e r 4

.1 .01
1 0
1 0
.97 0

Table 3
IM Data Classification Results
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tributes. Table 2 shows the 1 sentence structure 
attribute, 17 special characters, 16 emoticons, 
and 35 abbreviations defined in this study.

The conversation log data was parsed 
to create 35 instances for each class, for 
a total of 140 instances. The original data 
was unbalanced, since some users had more 
frequent and longer conversations than others. 
Therefore, the data was undersampled to 
the size of the smallest dataset to create a 
balanced dataset, resulting in 35 instances of 
2500 characters per class.

6. Classification Methods and Results

The experiments used various classification 
methods to determine if an author of an IM 
conversation could be identified based on his 
or her sentence structure and use of special 
characters, emoticons, and abbreviations. The 
experiments also determined which features 
were strongest at identifying authors. The 
research used the Weka data mining tool for 
classification.

The classification methods used for this 
research were the J48 decision tree, IBk nearest 
neighbor, and Naïve Bayes classifiers. Table 3 
shows the accuracy, error, true positive (TP), and 
false positive (FP) rate of each classifier when 
applied to the dataset.

Next, individual attribute categories were 
tested. Table 4 shows the accuracy results for 
each classifier when applied to each individual 
attribute category.

Attribute selection was used to rank the 
strongest identifying attributes. Table 5 shows 

the strongest identifying attributes according to 

the information gain and chi-squared techniques.

Table 5
Attribute Selection

Information  Gain Chi-­squared

-­ -­
. .
, ‘

Next, the top 3 individual attributes (U, three 

dots, and the hyphen) were tested individually 

with each classifier. Table 6 shows the accuracy 

results for each classifier when applied to each 

individual attribute.

Table 6
Classification Results for Top Attributes

Classi-­

Method

-­

J48 62.86% 67.86% 61.43%
IBk 66.43% 67.86% 61.43%
Naïve  
Bayes

65.71% 68.57% 62.86%

Experiments using classification methods on the 

IM datasets resulted in the following conclusions:

Abbreviations were the best discriminators 

with 97.85% accuracy, followed closely by 

special characters with 92.86% accuracy.

Special  Characters Emoticons Abbreviations
J48 91.43% 55.71% 95.71%
IBk 92.86% 50% 89.29%
Naïve  Bayes 92.14% 56.42% 97.85%

Table 4
Classification Accuracy Results for Attribute Categories
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The Naïve Bayes classification method 

performed with only the abbreviations 

attributes (97.85%) resulted in a higher 

accuracy than the J48 classifier (97.86%) and 

with a similar accuracy as the IBk classifier 

(97.14%) when all attributes combined were 

used in J48 and IBk.

The strongest identifying attributes were U, 

three dots, and the hypen.

None of the individual attributes identified 

by attribute selection were strong enough to 

determine author identification with a high 

degree of accuracy.

The combination of all attribute categories 

using the Naïve Bayes classification method 

provided the best results (99.29% accuracy).

7. Summary and Future Work

The IM market has seen explosive growth, 

with millions of users participating in online 

conversations. However, little has been explored in 

terms of the research and analysis of the network, 

messages, user behavior, and data mining of these 

systems. There are several concerns involving the 

use of IM systems, including whether the user is 

really communicating with the intended buddy 

or friend. The threats include account hijacking, 

man-in-the-middle attacks, and masquerading. 

There are various reasons someone would wish 

to masquerade as someone else including spying, 

disgruntlement, snooping, and other malicious 

intentions.

This paper presented the use of data mining of 

IM communications for authorship identification. 

Classification methods were used to identify 

IM authors based on various behaviors. Human 

behavior presents challenges for analysis. For 

example, such behavior has an extremely wide 

“normal” range and can be very unpredictable: 

abnormal activities are sometimes perfectly 

normal, and all people change. The results of 

the experiments here indicate that Naïve Bayes 

classification is highly accurate (> 99% accuracy) 

at predicting the author of an IM conversation 
based on behavior. The experiments also 
identified the behavior characteristics that are 
the strongest classifiers. The data showed that 
users tend to exhibit the same characteristics 
throughout various conversations. Furthermore, 
users exhibited different characteristics from 
each other, much like the uniqueness of biometric 
data.

Based on these preliminary experiments, 
future research will involve:

Increased numbers of users (classes) in the 
dataset.

Increased numbers of attributes from the set 
of stylometric features, such as characters, 
function words, and structural layouts.

Varied numbers of characters that are 
included in an instance, to determine the 
minimum size necessary for high accuracy 
and a low false-positive rate.

The author behavior attributes used in these 
experiments comprise only a subset of the 
stylometric features that may be used for IM 
author identification. Other stylometric measures, 
as shown in Table 1, must also be used to create 
an accurate, well-rounded user profile. A broad 
attribute set and larger number of classes should 
provide a comprehensive analysis of the IM data 
for highly accurate authorship identification.
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1. Introduction

Some years ago, IBM released a visionary mani-
festo stating that the main obstacle to progress in 
Information Technology (IT) was a looming soft-
ware complexity crisis [1]. Although this docu-
ment was visionary for its time, it is now cited 
by many authors, researchers, and technological 
centers [2, 3, 4]. As discussed in the manifesto, 
computational systems have evolved considerably 
since their inception, making the management of 
these systems extremely complex. Several rea-
sons contribute to the need for complex manage-
ment of the systems, including: 1) the increased 
need for interconnectivity, 2) integration of het-
erogeneous hardware, 3) development of novel 

software and technology, and 4) difficulty in the 

satisfactory allocation of computational resources 

[5]. The same need for complex management also 

occurs with computer crime investigations. Crimi-

nal experts and investigators are required to col-

lect collect, preserve, and save pieces of evidence. 

Many different software programs are necessary 

to rescue, search, relate, filter, monitor, and ana-

lyze the many pieces of evidence. Besides, it is 

fundamental to pursue procedures, techniques, 

methods that these police persecutors need to 

follow at each phase of the forensics.

Many tasks and processes associated with to-

day’s forensic computer infrastructure are rap-

idly becoming outdated, obsolete or outmoded. 
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Gathering 10 or 20 computer experts to pore over 
large hard disc files, sniffer traces, and log files to 
resolve a computer investigation is prohibitively 
expensive and too time consuming to address to-
day’s need for near perfect service uptime. Once 
the methodology of crime scene investigation is 
changed, administrators and experts in the fu-
ture years will look back on the current technol-
ogy and say, “When did we have time to actually 
investigate the incident?” To cope with the ever 
increasing complexity of management, we dem-
onstrate how autonomic computing can reduce 
the burden on investigators overwhelmed by the 
current technology.

This paper is organized as follows. In section 
II, we briefly outline the autonomic computing. 
We describe the roadmap of conceptualization, 
development of autonomic computing, and the 
requirements essential to the creation of an 
autonomic forensic system. In section III, we 
define a realistic ontology for computer crime 
investigation with units, resources (hardware, 
software), hierarchies, classes, and objects, 
including the relationships among these 
elements. Finally, in section IV, we present the 
main goal this work when we describe in detail, 
our proposal for autonomic forensic management 
architecture. In this new architecture, we present 
the structural design, management layers, 
proposal architecture, and open standards for 
implementation.

2. Autonomic Computing

2.1. Roadmap Conceptualization
The inspiration for the term “autonomic 

computing” is derived from the autonomic 
nervous system (ANS), shown in Figure 1. 
The human nervous system is divided into 
the voluntary and involuntary systems. The 
ANS is the involuntary portion of the nervous 
system and controls the heartbeat, digestion, 
circulation, and glandular functions. The 
ANS can be further divided into subsystems, 
including the sympathetic nervous system and 
the parasympathetic nervous system [6].

We take for granted the human body’s ability 
to self manage all of its organs and systems. Simi-
larly, we take for granted the computer’s ability for 
self-management. Hence, the essence of autonomic 
computing systems is self-management [7, 8, 9]. 
Autonomic computing intends to free system admin-
istrators from the details of system operation and 
maintenance and to provide users with a machine 
that runs at peak performance 24 hours per day 7 
days a week. In the vision of Kephart and Chess [10], 
“the autonomic computing has new components in-
tegrate as effortlessly as a new cell establishes itself 
in the human body. These ideas are not science fic-
tion, but elements of the grand challenge to create 
self-managing computing systems.” 

Is there complexity in computer forensics?

First, we need to define what complexity is 
in our approach. In this instance, complexity is 
the proliferation of heterogeneous resources 
(hardware and software), as well as technology 
environments, which require the components of 
a given solution to be integrated and customized 
into a unique strategic process. Here are some of 
the symptoms of complexity in an IT infrastructure 
as it applies to forensics (IT-Forensics):

Fig. 1. The human ANS and some of the features automatically 
regulated
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1. Frequent and recurring software crashes 
of critical forensic applications due to in-
compatibility of data, files, errors, or net-
work protocols.

2. Longer timeframes for forensic staff to 
solve the problems listed in item 1.

3. A significant increase in IT-Forensic bud-
gets, including hardware, software, hu-
man capital costs, training, and support.

4. Increase in the level of application out-
sourcing.

5. High turnover of critical forensic staff due 
to frustration, long hours, and burnout.

6. Unexpected surprises in new technology, 
new languages, or applications leading 
to increased time in understanding and 
managing projects that use them.

7. Longer timeframes to satisfactorily test 
and install new applications or software 
packages.

8. Growth of expensive hardware and soft-
ware in IT-Forensics.

9. Incompatibility between competing sup-
plier software packages—i.e., file struc-
tures, databases, and parameters—due 
to lack of standards.

10. Frequent, but necessary software up-
grades of packages, forensic tools, and 
operating systems, resulting in another 
round of errors and problems with incom-
patibility.

Why use autonomic computing to forensics?

The answer to this question is simple and 
feasible. The remarkable growth of investigations 
and exams numbers accomplished in computer 
crime investigation, as well as the integration of a 
variety of different technologies with the goal of 
providing quality of services, has transformed the 
management of computer forensics systems into 
a very complex activity. With the marked increase 
in complexity, it will be necessary to delegate 

management tasks to the machines themselves. 
Hence, autonomic computing is the solution to 
decrease this complexity via the creation of self-
management mechanisms. We propose to use 
the autonomic environment to force the forensic 
systems and tools to execute activities that are 
currently performed by experts and investigators, 
in a fast and transparent way, with few or no 
mistakes. 

What if the unthinkable happens, and 
we do not adopt autonomic computing or 
similar technology within a few years?

If this technology is not incorporated, some of 
the following events will happen:

1. Complexity will continue to increase, reach-
ing proportions that are not manageable.

2. The pressure on forensic staff (mainly with 
the computer forensic experts) to fix unfix-
able problems will increase.

3. Reliability of services, systems and perfor-
mance will deteriorate and computer foren-
sics as a whole will suffer.

4. Forensic corporations (police forces and 
forensic organizations) will demonstrate a 
decline in performance levels and will lose 
substantial time performing appropriate 
duties.

5. Forensic corporations will be required to in-
crease their IT-Forensics budgets.

6. High staff management and their directors 
will reject requests for budget increases 
and the cycle of problems will continue.

7. Additional skilled forensic staff will be 
needed at substantial costs.

8. The health of many forensic staff will suf-
fer.

9. Chaos will be established.

1.2. Developing Autonomic Computing
Autonomic computing and the subsequent self-

management is an evolution, not a revolution. De-
livering system-wide autonomic environments is 
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an evolutionary process enabled by technology. 
However autonomic computing must ultimately 
be implemented by each organization through 
the integration of these technologies and sup-
porting processes into current computational 
paradigms. The path to autonomic computing 
can be thought of in five levels: basic, managed, 
predictive, adaptive, and autonomic [11]. To ap-
ply these levels to the forensic area, we have 
adapted the levels as presented in Table 1.

The basic level represents the starting point 
for many forensic organizations. If forensic 
organizations are formally measured, they are 
typically evaluated on the time required to finish 
major tasks and fix major problems. 

In the managed level, forensic organizations 
are measured on the availability of their managed 
resources, their time to close trouble tickets in 
their problem management system and their 
time to complete formally tracked work requests. 
Forensic organizations improve efficiency 
through the consolidation of management tools 

to a set of strategic platforms and through 
a hierarchical problem management triage 
organization. 

In the predictive level, forensic organizations 
are measured on the availability and performance 
of their strategic forensic systems and their 
return on computer crime solution. The critical 
nature of the forensic organization’s role in 
the success of the investigation is understood. 
Predictive tools are used to project forensic 
performance and recommendations based on 
these projections are made to improve future 
performance. 

In the adaptive level, IT-Forensics resources 
are automatically provisioned and tuned to 
optimize transaction performance. Investigative 
policies, investigative priorities, and service-level 
agreements guide the autonomic infrastructure 
behavior. Forensic organizations are measured 
on response times (transaction performance), 
the degree of efficiency of the IT-Forensics and 
their ability to adapt to shifting workloads. 

Table 1
The path to autonom

Basic
(Level  1)

Managed
(Level  2)

Predictive
(Level  3)

Adaptive
(Level  4)

Autonomic
(Level  5)

Features

Reactive.  Multiple  sources  of  system  generate  data.  

Manual  analysis  and  problem  solving.

Features
Consolidation  
of  data  and  
actions  through  
management  
tools.

Features
Proactive.
System  monitors,  
correlates  and  
recommends  actions.

Features
System  monitors,  correlates  and  recommends  
actions.

Features
Integrated  components  dynamically  managed  according  to  
strategic  rules/policies.

Tools Tools
Consolidated  
resource  
management  
consoles,  problem  
management  
system,  automated  
software  install,  
intrusion  detection,  
load  balancing.

Tools
Role-­based  consoles  
with  analysis  and  
recommendations;;  

advisors;;  real-­time  
view  of  current  and  
future  IT-­Forensics  
performance;;  automation  
of  some  repetitive  tasks;;  
common  knowledge  
base  of  inventory  
and  dependency  
management.

Tools
Policy  management  tools  drive  dynamic  change  

Tools

modeling  tools,  tradeoff  analysis;;  automation  of  some  
e-­business  management  roles.

Skills

Require  extensive,  highly  skilled  forensic  staff  .

Skills
Forensic  staff  
analyzes  and  takes  
actions.
Multiple  
management  tool  
skills.

Skills
Forensic  staff  approves  
and  initiates  actions.

Skills
Forensic  staff  manages  performance  against  
service  level  agreements.

Skills
Forensic  staff  focuses  on  enabling  business  needs.

Greater  system  
awareness.  
Improved  
productivity.  

Reduced  dependency  on  
deep  skills.  
Faster/better  decision  
making.  

Balanced  human/  system  interaction.  IT-­Forensic  
agility  and  resiliency.  

Strategic  policy  drives  Forensic    management.  Business  
agility  and  resiliency.  
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In the autonomic level, forensic organizations 
are measured on their ability to make the 
computer crime investigation successful. To 
improve strategic investigation measurements 
they understand the metrics associated with 
Criminalistics activities and supporting IT-
Forensics capabilities. Advanced modeling 
techniques, including artificial intelligence, are 
used to optimize investigation performance and 
quickly deploy newly optimized solutions to 
computer crimes.

1.3. Requirements to Build Autonomic 
Forensic Systems

To be truly self-managed, a computing 
system needs to “know and understand itself,” 
while being comprised of components that also 
possess a system identity [2]. Since a “paradigm” 
can exist at many levels, an autonomic forensic 
system will need detailed knowledge of its 
components, investigative capacities, current 
status, operating environment, and of all 
connections with other systems. As shown in 
Figure 2, an autonomic system with ability to self-
manage must possess four basic characteristics 
[1, 10]: self-configuring, self-optimizing, self-
healing, and self-protecting.

Fig. 2. The four basic features of an autonomic forensic 
management system

Self-configuring 
Autonomic forensic management systems 

need the ability to dynamically adapt to chang-
ing environments. Installing, configuring, and 
integrating complex systems are challenging, 

time-consuming, and error-prone even for foren-
sic experts. An autonomic system must be able 
to install and set up software automatically in ac-
cordance with high-level policies, which represent 
forensic goals.

Examples:

1. Installation, testing, and release of regu-
lar supplier service packs.

2. Installation of supplier patches, correc-
tions, and modifications together with 
the necessary testing and release.

3. Automatic and seamless installation of 
new forensic software.

Self-optimizing
Autonomic forensic management systems 

need to automatically monitor and tune resources. 
Complex software, such as Forensic ToolKit-
FTK® or Encase®, or database systems, such as 
Oracle® or MySQL®, have hundreds of adjustable 
parameters that must be correctly set for optimal 
system performance, however few people know 
how to adjust them. Such systems are often 
integrated with other, equally complex systems. 
Consequently, performance-tuning of one large 
subsystem can have unanticipated effects on the 
entire system. 

An autonomic system must constantly monitor 
predefined system goals or performance levels to 
ensure that all systems are running at optimum 
levels. With the strategic policies constantly 
changing and demands from forensic customers 
and suppliers changing equally fast, self-adapting 
requirements are needed.

Examples:

1. Optimum sub-second response times for 
all types of access devices, such as per-
sonal computers, notebooks, PDAs, du-
plication devices, and media peripherals. 

2. Interfacing with other modules to ex-
change data and files.

3. Working with forensic software from out-
side suppliers.
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Self-healing
Autonomic forensic management systems 

need to discover, diagnose and react to 

disruptions. The system must also automatically 

detect, diagnose, and repair localized software 

and hardware problems. Autonomic systems 

will have the ability to discover and repair 

potential problems to ensure that the systems 

run smoothly. Self-healing systems will be able to 

take immediate action to resolve the issue, even if 

further analysis is required. Rules for self-healing 

will need to be defined and applied. As autonomic 

systems become more sophisticated, embedded 

intelligence will be applied to discover new rules 

and objectives. 

Examples:

1. When a process fails, the errors or prob-

lems are identified and processes are re-

run without human intervention.

2. When a database index fails in a forensic 

tool the files are automatically re-indexed, 

tested, and loaded back into production.

3. File space and database storage is auto-

matically extended according to previous 

data on growth and expansion.

A good example of self-healing can be found in 

the SMART (Self-Managing and Resource Tuning) 

database from IBM [2]. This database is designed 

to run with minimal need for human intervention. 

In SMART the user can opt not to be involved, and 

the database will automatically detect failures as 

they occur (and correct them) and will configure 

itself by installing operating systems and data 

automatically to cope with the changing demands 

of e-business and the Internet.

Self-protecting
Autonomic forensic management systems 

need to anticipate, detect, identify, and protect 

against threats. Despite the existence of firewalls 

and intrusion detection tools, currently humans 

must decide how to protect systems from 

malicious attacks and inadvertent cascading 

failures. Autonomic system solutions must 

address all aspects of system security at the 

platform, operating system, network, and 

forensic application. Self-protecting components 

can detect security incidents as they occur and 

take corrective actions to make themselves less 

vulnerable. 

To achieve, continuous sensors that feed 

data to a protection center are required. A log of 

events will need to be written and accessed when 

appropriate for audit purposes. To manage the 

threat levels, a tiered level might be expected. 

Threats can be escalated through the tiers for 

increasing action and priority.

Examples:

1. Implement tiered security levels.

2. Target resources on network monitoring 

and immediately disconnect computer 

systems with suspicious network traffic.

3. Verify that network configurations and 

security policies are correct and, if not, 

take action.

1.4. Ontology - Theory and Practice
Ontology is an explicit specification of a 

conceptualization of the real world [12]. In such 

an ontology, definitions associate the names of 

entities in a universe (e.g., classes, relations, 

functions, or other objects) with human-readable 

text describing what the names mean, and 

providing formal axioms that constrain the 

interpretation and proper use of these terms. 

Hence, an ontology defines a formal common 

vocabulary for researchers who need to share 

information in an application domain.

Why would someone want  

to develop an ontology?

Before beginning any elaboration of a 

forensic autonomic architecture, it is necessary 

to understand the scope of computer crime 

investigation. Therefore, we created the 

Autonomic Forensic Ontology (AFO) to map the 

forensic application domain (Figure 3). Among the 
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advantages that have been presented in literature 
for the adoption of ontologies [13, 14, 15], the 
following important advantages are highlighted:

 Sharing: the use of ontology permits a 
common understanding about a knowl-
edge domain;

 Reuse: the use of explicit and formal defi-
nitions simplify knowledge maintenance, 
creating agreement between users for a 
given domain model and, thus facilitating 
the ontology reutilization;

 Information Structuring: allows for the 
capture of data semantics and automatic 
processing, while the  terminology is un-
derstandable to the human user;

 Interoperability: it allows information 
sharing among different computational 
systems;

 Reliability: an ontology-based informa-
tion representation makes possible a con-
sistent and more trustworthy implemen-
tation;

 Distinction: separates domain knowledge 
from the operational knowledge.

Fig. 3. Part of AFO for computer crime investigation

In AFO, we created an autonomic representation 
the four basic characteristics of self-management: 

self-configuring, self-optimizing, self-healing, 
and self-protecting. The ellipses describe domain 
concepts while the arrows among the concepts 
are the relationships. Relations labeled “is-a”, 
describe the existence of specialization relations 
(subclasses), which create hierarchies among the 
concepts. In this way, we intend to go in the same 
direction of author [13]. 

After that, it is important to develop an 
ontology solution using a particular software 
tool. To achieve this purpose, we investigated 
several ontology computational languages: 
Chimaera [16], Ontolingua [17], and Protégé [18, 
19]. Pilot testing revealed that Prótégé was more 
appropriate for forensic applications (Figure 4).

AFO supplies the basis for a formal and 
explicit knowledge to support computer crime 
investigation management in autonomic systems. 
The main advantage of this approach is that it 
enables the use of sophisticated processes of 
reasoning and, consequently, the follows the 
established efficient decision making methods 
employed by the computer experts or forensic 
investigators.

Fig. 4. AFO ontology implemented using Protégé

3. Method for Autonomic 
Forensic Management

3.1. Structural Design

Traditionally, IT-Forensics infrastructures 
have been organized on individual categories, 
separated by both component type and 
platform type. For example, an investigator 
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might be concerned with managing only one 
portion of the infrastructure.  This may be 
security tools, internet investigation programs, 
databases, or stand-alone forensic applications. 
Hence, the creation of Autonomic Forensic 
Management Architecture (AFoMA) formalized 
a reference framework that identified common 
functions across all categories. AFoMA set 
forth the building modules required to achieve 
autonomic managing.

The concepts presented in AFoMA define 
a common approach and terminology for 
describing autonomic forensic paradigms. Thus, 
AFoMA organizes an autonomic management 
into the layers shown in figures 5 and 6. These 
layers are connected using the Multi-Agent 
Systems (MAS) that allows the components 
to collaborate and to have code mobility [20, 
21, 22]. In general, MAS are considered real or 
virtual entities that emerge in an environment 
in which they 1) can make decisions, 2) are 
capable of noticing and representing, at 
least partially, this environment and 3) are 
capable of communicating with other agents 
autonomously [23, 24]. These characteristics 
are consequences of an agent’s observation, 
knowledge and interaction with other agents. 
Each agent has an internal decision-making 
system that acts globally, around surrounding 
agents, but is also capable of working alone. 
In this way, an agent possesses perception 
mechanisms to comprehend its environment 
[25, 26, 27]. Although there still is not a 
consensus on a formal definition of an agent 
in this context, some expected characteristics 
have been established. 

We chose MAS to obtain the autonomic 
properties because these systems possess 
natural and desirable characteristics including: 

 Mobility: The agent’s ability to move 
among layers;

 Helpful: the agent does not have contra-
dictory objectives, and the agent will al-
ways attempt to perform the requested 
task;

 Rationality: the agent will act to achieve 

its objectives;

 Adaptability: an agent has the ability to 

adjust to the habits, work methods and 

preferences of its manager or user;

 Collaboration: an agent should not ac-

cept and execute instructions without 

considerations, but it should take into 

account that the human user commits 

mistakes, omits important information 

and supplies ambiguous information. 

In this case, an intelligent agent should 

check these occurrences and ask ques-

tions of the user.

Hence, at each inter-layer in AFoMA, one or 

several agents are downloaded. Additionally, 

the deployed agents may be identical or different 

from one layer to another. More precisely, they 

differ according to the objectives assigned to 

them. However, all the agents keep the same 

internal architecture.

The main functionalities of the MAS model 

under the AFoMA architecture are: 

 To communicate inside the architec-

ture (inter-agent communications for 

mutual information exchange);

 To collect all the information (knowl-

edge) from the local layer and from the 

neighborhood;

 To collect useful information from the 

autonomic element, such as: traffic, 

conflicts, application services, routing 

information;

 To perform actions and changes on the 

architecture layers;

 To pilot (govern) the behavior of each 

agent.

2.1. Management Layers
We propose a management model divided in 

five layers or modules, shown in figure 5.  
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Fig. 5. Management Layers in AFoMA

Each layer has functionalities and specific 
services. In the top of the pyramid (layer 5) the 
integrated autonomic interface is addressed. This 
interface is the unique contact point between the 
user and the autonomic architecture and is the 
place where strategies and politics are defined. 
In the base (layer 1), the operational manager 
that manages the infrastructure resources is 
established. Several elements are addressed by 
the middle of the pyramid (layers 2, 3 and 4), 
particularly the knowledge and learning manager 
that controls all the knowledge repositories and 
the deduction module; the autonomic elements 
manager that individually manages each 
autonomic component (self-configuring, self-
optimizing, self-healing, and self-protecting); 
and the autonomic coordinator that collectively 
harmonizes the autonomic components. 

All layers that can achieve management 
functions without human intervention (layers 
1 to 4) execute a continuous cycle called ICL 
(Intelligent Control Loop), consisting of operations 
that include monitoring, analysis, planning and 
execution [10, 11]. More functional details of 
each layer are given in the next section where the 
autonomic forensic management architecture is 
defined.

2.2. Integrated Architecture
The global managing model has been 

presented in the previous section. Such a model 
can be generally applied to various applications. 
However, at this point, it is necessary to explain 
how to use the autonomic paradigm for realistic 

forensic scenarios. This is where the proposed 
Autonomic Forensic Management Architecture 
(AFoMA) becomes relevant. It is graphically 
described in figure 6. It is important to note that 
AFoMA is divided into the same management 
layers as previously described.

Fig. 6. AFoMA Architecture

Resource Manager
This first layer contains the Resource Manager 

that manages the system components, or resources, 
that make up the IT-Forensic infrastructure. All 
managed resources need to be mapped in AFO 
ontology (Figure 3) because this element represents 
the application domain. A resource is a hardware 
or software component that can be managed. 
Resources can refer to servers, storage units, 
imaging devices, security software, investigation 
tools, services, applications or other entities. 

As shown in Figure 6, each resource has a 
sensor (Si i
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to receive valuable information and to perform 
actions upon the managed resource, respectively. 
A sensor is a device or interface made to receive 
information by something outside the resource. 
A sensor monitors the resource receiving 
information about the state and state transitions 
of this managed resource. For example, sensors 
get information about the current state of a 
managed resource or retrieve asynchronous 
messages or notifications. An effector is a device 
or interface made to react by something outside 
the changing the resource state. An effector acts 
in agreement with the results of the sensor. For 
example, effectors can request operations to 
allow the resource to consult with some external 
entity.

In IBM architecture [1] the sensors and effectors 
of the autonomic manager are used to transmit 
and receive data and associated information. In 
AFoMA, we propose one important difference: the 
sensors and effectors are projected to be controlled 
by rules, norms or contracts [28, 29], which in 
addition to the previous benefits, improves the 
level of knowledge (e.g., differentiating between 
data, facts, beliefs, rules, norms, and contracts). 
This defines a taxonomy, and enables semantics 
to be defined using the AFO ontology approach 
described earlier.

Knowledge and Learning Manager
This second layer contains the Knowledge and 

Learning Manager that can be divided into two parts: 
the repositories and the inference machine. The 
repositories, also called bases, store the ontology 
knowledge bases and the global databases. The 
ontologies, as described in section III, store the 
knowledge over the application domain with 
their entities (classes, objects, instances) and 
their relationships. In our forensic approach the 
ontologies possess all AFOs with their autonomic 
functionalities. In our proposal, the knowledge 
base is formed by facts, beliefs, rules, norms 
and contracts. It is therefore possible to obtain 
a deeper knowledge of an application domain. 
In this knowledge base, part of the experiences, 

learning, and knowledge are stored. The global 
database store data, information and parameters 
received by the sensor and effectors, as well as 
the temporary data obtained from transitions, 
logs and control variables. The inference machine 
is the module of deductions of the proposed 
architecture. The inference machine accomplishes 
deductions, inductions, and data-mining from the 
elements stored in the repositories, described 
previously. Here the facts and beliefs can be used 
as absolute truth values (tautologies). However, 
this machine should be capable of treating more 
elaborated elements as rules and norms that 
formed the knowledge and the learning in AFoMA. 
As shown in figure 6, the inference machine 
makes the connections among the repositories. 
Additionally, the inference machine should be 
capable of using all previous elements in future 
contracts [30, 31]. Contracts here can be defined 
by rules and norms that define the politics or 
strategic goals [32, 33]. So, contracts are used 
to guide for self-management in our autonomic 
model. Two additional autonomic characteristics 
of this inference machine are to create the self-
knowledge once storage of the data, knowledge 
and experiences is possible and to make 
deductions that generate the self-learning.

Autonomic Elements Manager
This third layer contains the Autonomic 

Elements Manager. It manages each autonomic 
element (self-configuration, self-optimization, 
self-healing, and self-protection) in an 
individualized way. Autonomic elements have 
an internal Intelligent Control Loop (ICL, section 
IV–B) to monitor, analyze, plan, and execute their 
activities and tasks. So, an element in this layer is 
seen in an isolated fashion and each element is 
responsible for goals and tasks already described 
in section II-C. Some examples of such tasks, using 
the four self-managing categories introduced 
earlier in this paper, include:

Performing a self-configuring task such 
as installing software when it detects 
that some prerequisite software Per-
forming a self-optimizing task such as 
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adjusting the current capacity when 
it observes an increase or decrease in 
workload;

 Performing a self-healing task such 
as correcting a configured path so in-
stalled software can be correctly locat-
ed;

 Performing a self-protecting task such as 
taking resources offline if it detects an in-
trusion attempt.

Also, it is in this layer that the new self-
management characteristics are increased. Thus, 
a system or architecture can begin with one or few 
autonomic elements and develop new autonomic 
elements in this layer.

Autonomic Coordinator
This fourth layer contains the Autonomic 

Coordinator. A single autonomic element acting 
in isolation can achieve autonomic behavior 
only for the resources that it manages. The self-
managing capabilities delivered by Autonomic 
Elements Manager need to be coordinated to 
deliver architecture-wide autonomic computing 
behavior. The autonomic coordinator provides 
this coordination function. It coordinates the 
communication protocols among elements 
described in the previous layer. Such protocols 
can be verified when it is necessary to treat 
priorities, exceptions or to solve conflicts among 
the autonomic elements that actuate in the 
layer below. The autonomic coordinator also 
implements the ICL (section IV–B) that automate 
combinations of the tasks found in one or several 
autonomic elements. 

Integrated Autonomic Interface
This fifth layer contains the Integrated 

Autonomic Interface. It is composed by the user 
interface for the autonomic managers (layers 1 to 
3) and the coordinator (layer 4). In some cases, 
an administrator might choose that certain tasks 
will involve human intervention, and the human 
interaction with the system can be enhanced 
using the console of the Integrated Autonomic 

Interface. It is here that the user has contact with 
the proposed architecture of self-management - 
AFoMA. The use of an integrated interface reduces 
the cost of ownership (attributable to more 
efficient administration) and creates a familiar 
user interface, reducing the need for staff to learn 
a different interface each time a new product 
is introduced. Thus, an integrated autonomic 
interface consists of a common interface and 
specific components provided by AFoMA. 

2.3. Open Standards to Implementation
We have already identified that the IT 

organizations are going through major changes. 
New technology, such as autonomic computing, 
web services, and grid computing are creating 
tremendous opportunities to massively increase 
forensic profitability. The potential of these 
technologies to transform computer crime 
investigation is amazing, and open standards will 
play a critical role in this new on-demand world.

The open standards community includes 
major companies such as IBM, HP, Sun, Motorola, 
Intel, and Microsoft that are active contributors 
to autonomic computing [35]. These examples 
are only a small portion of the hundreds of 
other companies involved in these initiatives. 
Contributors from the academic world, including 
as Stanford, Berkeley, and MIT, also account for a 
large portion of the open standards community.

Why are major IT infrastructure and 
software companies increasingly interested 
in open standards to autonomic computing?

The global computer industry must cooperate 
in developing the necessary open standards and 
interfaces to make future technology work and to 
establish standards that will support an autonomic 
environment. Therefore, open standards are 
essential to the success of autonomic computing. 
Many organizations strongly agree that open 
standards are imperative for autonomic 
environments (Figure 7).

The adoption of open standards may appear 
to be a daunting task, as each component of 
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autonomic computing will need to “describe” 
itself to other software, their resources, and most 
importantly, their requirements. For example, the 
self-configuration component will need to contact 
a supplier when it detects that some prerequisite 
software is missing and state: “Send me the latest 
pack version of the Forensic Tool with adaptive 
prerequisite”.

True to its technological roots, the new 
self-managing industry, press and suppliers 
have come up with several different names for 
autonomic computing and related technologies. 
This is likely to cause confusion to management 
and end users alike. This strengthens the 
argument for immediate standardization, before 
the industry becomes mature. Figure 7 highlights 
a few examples of companies and their standards 
for autonomic computing.

Fig. 7. Some companies and standards for autonomic 
computing

3. Conclusions

The main objective of this work was use of 
autonomic mechanisms to support computer 
crime investigation management in police forces 
and forensic organizations. We did a roadmap 
conceptualization of this new knowledge area 
achieving the first steps towards the autonomic 
technology in usual forensic application domain. 

This paper also proposes an ontology-
based knowledge representation (Autonomic 
Forensic Ontology–AFO) to solve the problem of 
knowledge representation in forensic computing. 
The AFO presented here aims to support the 
formal modeling of knowledge for the forensic 
environment and is mainly concerned with the 
study and understanding of this environment. 
Also, we implemented ontologies in some case 
studies for computer crime investigations using 
Protégé language. 

In addition, we have proposed a novel 
autonomic management architecture applied 
to forensic domain, called AFoMA. It introduces 
different techniques to manage and integrate 
heterogeneous and distributed computing 
resources using five layers of control. The AFoMA 
architecture brought a set of new contributions:

1. The use of AFO ontologies that augment 
the knowledge contained in the model to 
better define semantics and meaning of 
facts, rules, norms, and contracts. 

2. The use of an inference machine that can 
make deductions not explicit in knowl-
edge repositories. This machine is ca-
pable of developing to the point where 
it can treat more elaborated elements as 
rules and norms that formed the knowl-
edge and the learning

3. The use of self-management elements: 
self-configuration, self-optimization, 
self-healing, and self-protection.

4. The use of an extensible knowledge and 
learning manager that is independent of 
application.
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5. The use of multi-agent systems to facility 
code mobility, helpful, rationality, adapt-
ability, and collaboration.

Future work will concentrate on development of 
a complete realization of the architecture, which 
will implement each layer of our architecture 
incorporating autonomic capabilities. 
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Abstract - We report the development of a computer hardware and software that addresses the 
special needs of the forensic toxicology laboratory for real-time, data gathering, analysis, and 
retrieval. In addition to accessioning, work-list preparation, and result reporting, we implemented 
automatic test ordering based on patient/decedent case characteristics in the accessioning stage to 
provide reliable and uniform analyte profiles for case solutions. The system also provides extensive 
real-time event journaling in order to satisfy strict chain of custody requirements consistent with 
the College of American Pathologists Accreditation, Substance Abuse and Mental Health Services 
Administration (SAMHSA) certification and the American Society of Crime Lab Directors (ASCLD). 

The relationships among analyte concentrations in various specimens (e.g. blood, urine, gastric,) 
have been incorporated into the software as functions of time before and after death before the 
next step in the case life-cycle.  These recommended tests are continually reviewed to educate 
and verify lab procedure. The system has saved many hours of error-prone manual work. It has 
streamlined data collection and made a broad spectrum of expertise available to the laboratory 
at all times. These features have decreased error rates, increased productivity and enhanced the 
forensic skills of the laboratory.

KEY\WORDS - toxicology, information systems, computers, laboratories, accessioning, toxicol-
ogy laboratories, expert systems, epidemiological.

1. Introduction

This communication describes the design and 
implementation of a highly successful information 
gathering retrieval and analysis system used in the 
toxicology laboratory of the Office of the Cuyahoga 
County Coroner (OCCC) from 2003 to 2008.  For 
many years our laboratory was concerned about 
potential deficiencies or omissions with respect to 

chain of custody recording, erratic test ordering, 
lost or delayed data, transcription errors, and all 
of this with an ever increasing workload.  (The 
implementation of systems to address other 
information management problems in the areas 
of primary drug standard inventory, general 
supply inventory, purchasing and receiving and 
equipment maintenance will be addressed in 
subsequent communications.)
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The OCCC serves the greater Cleveland area. This 
jurisdiction encompasses a population of 1.5 to 2.0 
million people whose average mortality rate is 1% 
(15,000 to 20,000 deaths a year). Approximately 
20% of these deaths become OCCC cases (3000 to 
4000 cases a year).  The OCCC also offers a referral 
service to coroners from surrounding counties 
(40 to 60 cases per year), and serves local police 
jurisdictions by testing individuals suspected to 
be driving under the influence (DUI/DUID) (up 
to 400 per year).  We accept biological samples 
from other forensic agencies and area hospitals 
for comprehensive drug screening in alleged 
poisonings and therapeutic drug monitoring (TDM) 
applications adding another 300 cases per year.   
Since 2000, the toxicology laboratory of OCCC 
has processed over 35,000 tests per year using 
TOXLAB02.   Due to this heavy workload we found 
it necessary to design a more efficient system.  We 
are presenting TOXLAB02 here for others that may 
be interested in adopting it.

2. General Design Considerations

We designed a system that could be maintained 
by the budget constraint of a single technical 
staff member, with minimally a bachelor’s degree 
in computer science. We chose Microsoft’s 
operating systems platform because it could be 
regularly upgraded and is compatible with the 
systems of major toxicology laboratory instrument 
manufacturers. For instance, Linux an open-source 
operating system was not used because of security 
concerns.  Our desire was to design a system on a 
platform with proven reliability and functionality.

  
3. General Goals  

and System Specifications

The basic system requirements were defined 
and alternatives for meeting the goals were 
studied. A primary concern of the design was 
the incorporation of over 60 fundamental and 
commonly required tests such as GC/MS, GC’s, 
HPLC, Chem. 7, Immunoassay and ELSIA (enzyme-
linked immunosorbent assay).  To our knowledge, 

no software with these capabilities was commercially 
available. Six general goals and several system-
specific requirements were developed: 

1) A centrally managed, interactive, real-
time data sharing environment that per-
mits intra- and inter-departmental access 
to common data. This would reduce du-
plication of efforts in transcription and 
excessive paper usage.

2) A system that maximizes the efficiency 
and time management of professional 
and technical staffs to (e.g. minimizes 
the technical staff’s clerical duties). 

3) A system that catalogues all events that 
transpire while a specimen is in our cus-
tody. This is a special need essential to 
the forensic science laboratory. 

4) A system that improves the tracking of in-
process specimens to minimize the time 
required to determine status and to in-
crease specimen throughput. 

5)  A system that permits the construction 
of real-time interfaces for data acquisi-
tion from laboratory instruments and 
personal computers. We also considered 
the allocation of jobs to persons and 
machines to maximize the strengths of 
each.  The current lab structure employs 
networkable GC/MS, GC’s, HPLC, Chem 
7, Immunoassay and ELISA instruments.  
Networkable computer workstations are 
also available to all staff members for 
case work.

6) A system that meets the laboratory proce-
dure standards of the American Society 
of Crime Laboratory Directors (ASCLD), 
with initial capital costs for hardware, 
software and initial development that do 
not exceed $400,000.  

Specifications
The toxicology laboratory occupies 482 m2 

(4736 ft2) of a single floor.   It is staffed by two 
Ph.D.s, seven forensic science professionals, a 
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secretary, and a laboratory aide. The laboratory 

uses an integrated analytical approach for 

the investigation of alleged illegal activity.  

To organize testing the laboratory has been 

divided into thirteen groups, with the ability to 

be expanded into twenty.  Testing employs the 

appropriate standards and control proficiencies 

for GC/MS, GC’s, HPLC, Chem 7, Immunoassay 

and ELISA screening.  We are presently using 14 

of these instruments and 14 workstations.

4. System Selection

Criteria, requirements, design and limi-
tations

We sought to design an application--specific 

programming module set that encompassed the 

current job areas of the laboratory:  accessioning 

(the acquisition of sample material), chemist (the 

first level of drug analysis), supervisor (reviews 

chemist results and assigns new or re-testing), 

manager (reviews supervisory results, monitors 

work load and recommends further testing 

along with reporting functions), invoicing (to 

outside agencies) and medications (case drug 

inventory).

The system software was developed according 

to the following requirements:  (1) software that 

allowed maintenance by outside consultants; 

(2) gradual development of software so that the 

operating environment could be tailored to the 

needs of the coroner’s office; and (3) compatibility 

with all hardware platforms (e.g., Java, VM Ware 

or X-86).   Programs were developed and tested 

on a project-by-project basis to allow ample time 

for refinement of the applications.  Stringent 

requirements for the system software primarily 

included maturity of a stable platform. 

Two additional requirements were the ability 

to run commonly used commercial spreadsheet, 

word-processing, and statistics software and 

production of data compatible with the systems of 

outside agencies.  The system was also required to 

allow integration of all major hardware elements 

into a commercial secure local area network. 

Three fundamental approaches to meeting the 

system specifications were considered during the 

design process. The first was a single personal 

computer (PC) the second was a network of PCs 

and the third was a centralized server computer.  

The single PC option was not ruled out 

because its most common operating system 

(Windows XP) supported up to ten concurrent 

users, it had adequate backup capability and a 

low cost. Previous generations of the PC could 

not claim the versatility of scalability. PCs have 

substantial quality, durability, and expandability 

and provide adequate mass storage backup with 

limited expense. The PC software market is also 

rapidly catching up with previous generations of 

software development for main-frames. In fact, 

the efficient design of migration paths from 

older hardware and software to new versions has 

become a concern of PC developers. High-quality 

PC networks have matured in concert with reliable 

networks and have been used with mini-computers 

for many years.6 For these reasons, single PCs and 

PC networks became the core background for the 

development of our systems. 

In designing the development path, we first 

developed a single PC-based system, then a 

version of the same system with multi-user 

capability. Second, we developed a server with a 

smart-client-based system. Next, we implemented 

a highbred virtual server, a smart-client system 

for a larger decentralized laboratory. We realized 

that the second generation had been designed 

by few and the third generation has not been 

built by anyone. The first generation was named 

‘Toxlab02’, the second is named ‘Pathways’ and is 

in beta testing at the OCCC. The third generation 

is in the development stages at the OCCC.

The goals set above were most economically 

achieved by a centralized mid-range PC with 

network expansion potential. A PC such as the 

Dell Precision 360 has high-speed processors 

and a wide range of peripheral hardware support, 

including multi-Terabyte disk arrays, DVD backup 

and full and mature network connectivity. These 

systems are well supported by mature multi-
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user, multi-tasking operating systems, database 
packages, and network products.

Microsoft Access was chosen for data 
management because it parallels XP platform 
development. In addition, Access has the ability 
to migrate to Microsoft server software using the 
file server component.1

To satisfy the need for special logic experts 
and automated accessioning experts, high-level 
language software was integrated into the system. 
The accessioning expert creates a list of tests to 
be performed on a case based on a combination 
of three factors (type of samples, type of case 
and manner of death). The automated function 
tracks development of testing ordered by these 
three factors, and lets the accessioned know 
which testing is currently being prescribed by the 
lab manager. It serves to eliminate errors due to 
forgetfulness based on combinations of sample 
types, case types or manner of death parameters. 
This requirement could only be fulfilled through 
a mature, well-supported high-level language 
program such as some components of the 
Microsoft Visual Studio Suite.

The lab needed a combination of products 
that objectively exceeded our expectations, that 
implementation then could meet our subjective 
requirements.  This was manifested in a method that 
avoided any tendency to ‘profile’ a case. Profiling 
presupposes the nature of the development 
path of artificial intelligence (AI) experts. An AI 
expert allows a system to evaluate current work 
performance, and make suggestions to the 
chemist based on these results. In addition, an AI 
expert will “learn” and thus improve functionality 
over time. The system shell used for AI was word 
process able in order to increase efficiency. The 
‘learning from self’ became impracticable for half 
of the project as the complexity of the experts 
became specifically known.2

The appropriate operating system software 
had to be multi-user and multi-tasking. The 
mature real-time Microsoft operating system XP 
(Experimental) was chosen. This system could 
support the concurrent use of 10 terminals and 

10 printers for data entry and lookup functions. 
In addition, it is accompanied by a rich set of 
simple instructions and has a user-friendly 
reputation. Log-in is controlled by passwords 
that can be changed by the user or the system 
manager, and can be set to expire. In addition, 
all application programs access a common self-
developed security system that prevents usage by 
unauthorized persons and limits the use of the 
programs to specific users. 

With this configuration, the manager is able 
to produce professional-quality final documents. 
Transmission of the documents is not permitted 
in order to maintain the lab’s level of security and 
control of its products. 

5. Start-Up: Operational Experiences 

Hardware installation took about two days. 
Installation of cable required 200+ man-hours. The 
operating system was installed by the hardware 
vendor. Initial installation of the software was 
accomplished by an in-house network specialist. 
Thereafter, software loading was automated and 
any user could update software from the server 
at any time. 

Users had requested the ability to automatically 
print cases from within application programs. 
While automation was not possible, a user may 
issue a “click print” command to any system 
printer, including networked printers in the local 
area network. Many programs allow users to 
select a specific printer to use for their output. 
Batch processing of case load and results is easily 
accomplished with this system. The user also 
receives automated chain of custody in a case 
folder and in printed form for use in the lab. Batch 
work and chain of custody forms are held in a 
library of Microsoft Excel forms. These forms can 
be modified, added or deleted to meet the needs 
of new instruments and changes in the laboratory 
environment. All forms are saved as part of chain 
of custody for each technician.

We chose to develop the first generation 
laboratory applications in Visual Basic 6.0, which 
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allows Microsoft Access databases to be read or 
written with batch programs. Total development 
time for the specifications for all the applications 
was approximately 6000 man-hours. Each 
application was programmed, tested, modified, 
and retested until it achieved production quality. 
At that time, parallel trials were performed 
against the older system. When these trials were 
completed, the programs were not permitted to 
operate in the production environment until a 
change mechanism had been implemented to 
migrate from the previous generation of software.

All applications developed for the toxicology 
laboratory used two strategies to minimize 
development effort and time, and maximize data 
availability. The first was the use of subroutines 
further amplified by the use of Graphical User 
Interface (GUI), and standardized program logic 
Gang of Four (GoF) design patterns that could be 
easily incorporated into new applications. The 
second strategy was the use of the SQL relational 
database, which permits the development 
of applications or segments of applications, 
somewhat independently, while guaranteeing that 
any application can access and display data from 
any other application. The data are shared by 
referencing a common key such as case number 
in the data dictionary of each database. Selected 
information requests from many independent 
sources can thereby be collected and used 
together.53

The TOXLAB02 applications were completed 
in a period of fourteen months. During this time 
the laboratory staff was trained to use the system. 
The staff also contributed to the specifications 
and design of the software. With the completion 
of each new module the programmer prepared 
technical and user documentation, in cooperation 
with the director. The documentation process 
required 1000 man-hours and further improved 
the efficiency and functionality of the programs. 
When the effort to establish this computer system 
began, the OCCC toxicology laboratory was a 
member of the American Society of Crime Lab 
Directors (ASCLD); the documentation, chain of 
custody, validation processes and reports were 

designed to meet this organization’s requirements 

for certification.

Programs may be run on any PC in the 

laboratory by clicking on the desired module or 

through a GUI multi-set interface. Several persons 

may simultaneously use the same program. Data 

locking features use the pessimistic model, which 

allows a toxicologist to change information on 

a case presently viewed by another toxicologist. 

In the event of an update by the first viewer, 

the second viewer is advised that information 

has changed and given the option to update the 

information by reloading the screen.

The TOXLAB02 program permits new cases 

to be entered with demographics, case detail 

and a specimen list. The program automatically 

generates test orders via (AUTO-ORDER-EXPERT) 

based on several variables. Each entry is placed 

in the chain of custody record, in real time, to 

provide an audit trail of activity. 

Chemist/supervisor/manager modules permit 

scientists to alter any data item in a database 

master record and to change automated orders, 

depending on their security. All changes, deletions 

and additions to these programs are journaled 

as part of the chain of custody for each case, to 

provide an audit trail of activity.

The work-list module assembles a bench-by-

bench work-list of all cases for which work is 

pending. Printouts use bold-face fonts to alert 

the toxicologist to cases that are urgent and/

or infectious in nature. All cases are printed in 

reverse chronological order, so that older cases 

appear at the top of each individual bench-group 

worksheet. A work-list may be run on demand by 

the user and may also be automatically scheduled.

The results module is the main result entry and 

modification program. It contains a large expert 

system. Toxicologists may select individual 

cases through batch mode, declare results, and 

receive notification of any tests that need to be 

scheduled based upon these results. This module 

is dependent on the work-list module. The work-

list module organizes samples by type and test; 
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this facilitates entry of results (i.e., positive, 
negative, quantity not sufficient and unsuitable 
findings) with a single key stroke. Qualitative and 
quantitative results may be changed or deleted 
before the supervisor’s review and approval 
of the case. The appearance of certain sample-
specific results will cause the program’s expert to 
automatically create new test orders for the same 
or other samples. When all non-negative results 
have been entered, the toxicologist declares the 
case to be “ready” for the supervisor’s review, in 
the computer. Every result is journaled in real 
time to provide an audit trail of all activity.

The manager module permits the lab manager 
to find and review all cases for which all ordered 
results have been completed. If the lab manager 
approves the case, it is internally identified as 
“approved” and ready for printing. This event is 
journaled in real time and provides the desired 
audit trail to verify results for toxicological 
consistency. This module also prints final reports 
of cases previously approved by the supervisor. 
The reports cannot be changed in any way, except 
by a manager using the manager program. All 
final reports generated in the laboratory are 
printed and journaled.

Epidemiological research is the net result 
of creating a data structure of this type. These 
programming tools are certain to create a bright 
future in Toxicology with the use of computers.

6. End of Life Cycle  

The life cycle policy is designed to specifically 
determine the length of time for product 
management and to schedule development of 
an updated product. In general, a minimum of 
10 years of support is accepted for computer 
software. The system discussed in this article has 
been operational for seven years. The life cycle 
combines two time periods: five years of main 
vendor support or two years after the successor 
product (N+1) is released, whichever is longer; 
and five years of extended support or two years 
after the second successor product (N+2) is 

released, whichever is longer. We concur with 
these standards and promote the knowledge 
gained from previous generations of software 
development.4

7. Conclusions

The implementation of computerization in the 
forensic laboratory is a foreseeable extension 
of the field of Toxicology with the advent of 
inexpensive computer systems.  As we know 
the software has been developed for a forensic 
laboratory which does extensive testing – far 
beyond the pale of the standard “alcohols” type 
lab.  The accuracy of the information, the speed 
in which it is available and the security involved, 
became challenging road marks to meet and 
exceed.

The computer has become a valuable tool that 
when appropriately applied can and has produced 
a cost-effective efficient and accurate aid to the 
forensic toxicologist.  The system we have had 
in operation for the last 7 years has provided us 
with an operational tool and a source for looking 
back at the foot prints in the sand to see what we 
have done.  
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Abstract - Gambling machines serve as the principal means by which illegal games are conducted.  
This paper presents a method for retrieving information from seized gaming machines along 
with an analysis of the interpreted information to prove that the gaming machine was used 
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1   Introduction

Any device used for calculation, computation, 
or information storage may be used for criminal 
activity, by serving as a convenient storage mech-
anism for evidence or in some cases as a target of 
attacks threatening the confidentiality, integrity, 
or availability of information and services.  Com-
puter forensic analysis focuses on the extraction, 
processing, and interpretation of digital evidence.

A major challenge for police forces is deter-
mining whether gaming machines in cyber cafes 
are being operated illegally.  Modern gaming ma-
chines contain sophisticated computer software 

and hardware, and locating relevant digital evi-
dence becomes a difficult task requiring the as-
sistance of forensics experts.  Presenting this evi-
dence in court requires a detailed analysis of the 
gaming machine hardware used to store data and 
programs, a method of extracting data from non-
volatile memory, and an examination of the data 
to obtain reliable evidence.

2   Background Problem

Technological evolution has enabled comput-
ers to serve as gambling machines in which all 
functions are electronically controlled.  Some 
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gaming machines are constructed with a mother-
board programmed to provide a dual function, al-
lowing players to use the machine for amusement 
or for gambling.  Switching the operating mode is 
a common method of preventing the police from 
discovering illegal gambling [1]. 

The major functions of the machine are con-
trolled via software encoded on a non-volatile EPROM 
(Erasable Programmable Read Only Memory) chip [1].  
Older machines may be converted into amusement 
machines by inserting new EPROM chips.  However, 
if the EPROM is programmed for gambling functions, 
the device may be operated illegally.  A gambling 
machine serving as physical evidence in a court case 
represents a significant challenge in a computer 
crime investigation.  Unfortunately, the current pro-
cedures for identifying CPUs containing games relat-
ed to gambling are inadequate because it is difficult 
to visually differentiate a normal operating system 
from a system running a gaming event. 

This paper provides guidelines for determin-
ing whether confiscated computer devices con-
tain useful evidence and proposes evidence 
acquisition and examination procedures.  The 
procedures were employed in a hardware forensic 
analysis conducted on a gaming machine manu-
ally assembled by the owner and seized by the 
Royal Malaysian Police Force.  Figure 1 contains 
photographs of the seized gaming box and the 
EPROM installed in the printed circuit board.

3   Computer Forensic Research

This paper focuses on computer misuse and 
methods of acquiring digital evidence from elec-

tronic machines.  Unlicensed gaming devices 
fall into the category of computer misuse when 
they are used to conduct illegal gambling [2].  
The components of an electronic device should 
be traced in order to obtain investigative infor-
mation[3], and the memory should be analyzed.  
Several previously published memory acquisition 
procedures for microprocessor-based devices are 
described below.

3.1   Forensic Data Recovery from Flash 
Memory

Marcel Breeuwsma et al. (2007) claimed that 
most forensic tools currently on the market 
perform logical data extraction and are not 
capable of retrieving all possible information from 
the storage medium.  Three methods for low-level 
information acquisition from flash memories 
were introduced, including flasher tools, the use 
of an access port for testing and debugging, and 
a semi-invasive method in which flash memory 
chips were physically removed from the printed 
circuit board [4].  The paper also described the 
steps necessary to translate the extracted data to 
the file system level.  Our exhibit falls into the 
third category, since the seized wooden gaming 
box contained a printed circuit board with no 
means for external connections.

3.2   Memory Acquisition Procedure for 
Digital Investigation

A hardware-based procedure for information 
retrieval from volatile memory was described by  
Brian D. Carrier and Joe Grand (2004), who also 
claimed that existing data acquisition methods are 
unreliable because they write back to the memory 
and use only certain tools to obtain obvious data 

Fig. 1. Gaming CPU and Z80 Microcontroller

EPROM 
NM27C256Q 
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(leaving the rest of the memory unanalyzed).  Their 
solution was to install a Peripheral Component 
Interconnect (PCI) expansion card before the crime 
occurs.  The back of the card is equipped with a 
switch to activate the PCI controller on the card.   
Once activated, the card takes control of the PCI 
bus and is able to access memory without relying 
on the operating system or system memory for 
storage.  It will copy the exact contents of the 
volatile memory to an external non-volatile storage 
medium [5].  

3.3   Xbox Forensics
Burke and Craiger [20] reported an easy and 

non-intrusive method of data extraction to identify 
whether hackers have compromised an Xbox 
by installing non-approved software to run an 
operating system other than the one originally 
installed.  The author used Linux to conduct the 
Xbox analysis, and the output was examined line 
by line.  The use of the string utilities and hex 
viewer in Linux provided a good starting point to 
determine if evidence existed on the partition in 
ASCII form and helped to describe the binary data 
in the retrieved evidence.

3.4   Forensic Investigation of Nintendo Wii
The Nintendo Wii is a gaming console offering 

256MB of flash-based memory that can be wire-
lessly connected to the internet. Dr. Benjamin 
Turnbull [7] aim of this investigation was to record 
all activity to ensure the system was unaltered.  
This gaming console features automated logging, 
which records information including the game be-
ing played and the duration of play.  The investi-
gation method involved activation of an external 
logging mechanism or recording device, determi-
nation of the current unit time in the system set-
tings, and identification of the messaging system 
and the extent of system use, i.e. notes sent be-
tween individuals on a particular date [7].

3.5   A Methodology for Forensics Analysis 
of Embedded Systems

Kyung-Soo Lim and Sangjin Lee [21] introduced 
a two-phase analysis method for embedded 
systems such as Microsoft Xbox, Sony Playstation 

3, Nintedo Wii, and GPS navigation units.  In both 
phases, the authors compare the target system 
information with information provided by the 
manufacturer to identify illegal activities.  In our 
case, the seized gaming machine was not built 
by a specific manufacturer but by the owner of a 
cyber café, and specific examination of the chips 
connected to the existing microcontroller was 
essential.

4   Forensic Analysis Design

In order for a gaming machine to be classified 
as an illegal gambling machine, the evidence must 
support certain facts, and the following three 
relevant pieces of information must be present 

[10]:

(a) A betting mechanism that allows the raising 
of various sums of money depending on the 
outcome of the game,

(b) A random number generation process to es-
tablish the game results, and

(c) A payout value displayed to winning players.

The information may be extracted from the 
EPROM program memory embedded in the gaming 
machine microcontroller [11].  Relevant information 
concerning this process was gathered from 
optimal practices as well as standard operating 
procedures. A proposed evidence retrieval method 
is diagrammed in Figure 2.

5   Implementation and Results

5.1   Evidence Acquisition
Fortunately, in our case the EPROM was inserted 

into a chip socket and could be gently removed 
from the microcontroller board using forceps.  
This is a better method than de-soldering, since 
the heat required for de-soldering may damage the 
memory chip.  The test may only be performed on 
non-encrypted EPROMs.  The type of EPROM being 
examined was the NM27C256Q, and the ChipMax 
reader was selected for program extraction [13].
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5.2   Evidence Examination Procedure

Fig. 3. EPROM in ChipMax Reader Socket [13]

5.2.1   Process
The ChipMax reader depicted in Figure 3 was 

used to read the EPROM memory.  The EPROM 

was placed in the reader socket and two copies 

of the EPROM contents were saved in binary 

(“.bin”) form. One copy was kept as original 

evidence and the other was used during the 

forensic examination. A hash value generated 

from both copies was used to demonstrate that 

the evidence had not been modified. 

5.2.2   Interpretation
Reverse engineering is the process of translating 

the object code into understandable source code 

[12].  Several software tools were identified and 

tested for use in disassembly and conversion 

to source code, including the Barleywood Z80 

Simulator, Z80 Simulator IDE 8080, and Z80 

Assembler Disassembler Suite.  The most suitable 

tool in this case was the Z80 Simulator IDE.  

Representative output of the disassembly process 

appears in Figure 4.

Fig. 4. Output of disassembly process

6   Output Analysis

The output following the disassembly process 

is an assembly language program, which in our 

Fig. 2. Gambling Machine Forensic Analysis Guidelines
Figure 2 lists the steps involved in digital forensic investigation, emphasizing the evidence analysis phase. This phase is divided 
into evidence acquisition and examination activities, and appropriate guidelines are mapped onto each main step.
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case study was written using the Z80 instruction 
set.  Each command in the program was analyzed 
to facilitate understanding of the program function 

[8].  In particular, the program analysis sought 
to identify common gambling functions such as 
a random number generator, betting function, 
and payout mode.  Several factors hampered 
the identification of subroutines involved in the 
gaming operation, including frequent repetition 
of the Z80 instruction pattern and an inability 
to determine the starting instruction point in 
the absence of inputs from the actual gaming 
hardware.  For this reason the assembly program 
was trapped in a loop for almost 12 hours.

In order to circumvent these problems, we 
developed an alternative analysis method. Data 
related to the current game or to the last game 
played could provide the game sequence and 
output [14]. The machine code retrieved from the 
EPROM was therefore converted into readable plain 
text to enable string searching using a hex editor. 

During the machine code analysis, a group 
of symbols, numbers, and letters related to 
gambling operation were identified.  These lines 
were collected to determine their actual meaning, 
leading to the discovery of additional gambling 
terms:

(a) ALL *2..A900 W198..GAME PLAYED
“ALL” in the statement shows that the player chose 

to play all games.  This means that the machine will 

rapidly display all of the games available based on 
the player’s purchased ticket [15]. 

(b) DOUBLE UP GAME
The term “double-up game” indicates that the 

player chose to play [16] a second time using a 
wager amount equal to the value played in the 
first round.  “Wager” indicates the amount the 
player paid to play the game.  Wagers typically 
take the form of a token, coin, or currency note.

(c) POINTS WON..NUMBER OF WON..
NUMBER OF LOST..CREDIT..IN..OUT..
SERVICE S WON..NUMBER  OF WON..
NUMBER OF LOST..CREDIT..IN..OUT..
SERVICE

This information pattern stored in the EPROM 
indicates that the player activated services within 
the machine to view the number of points won, 
number of points lost, value of money credited, 
and credits won.

(d) ALL FRUITS
This is the combination of composite symbols 

on the gaming machine monitor that represents a 
winning combination [15].

(e) MAIN GAME..DOUBLE UP GAME..POWER 
ON..60..70..80..90..60..70..80..90

This indicates that the player returned to the 
main game and doubled up the betting amount 

Fig. 5. Gambling terms embedded in machine memory 
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(i.e., he increases the money to play another set 
of games).  The numbers “60..70..80..90..” could 
represent the winnings during play.

(f) HOPPER EMPTY..CALL ATTENDANT
This string is used to report a fault condition in 

the coin output (hopper) system when the player 
attempted to redeem the money won through the 
game. The message is displayed if the payout 
coins did not pass a hopper output sensor within 
a specified time [14], and instructs the player to 
receive payment from the attendant.  

(g) SPECIAL ODDS FOR TOTAL BET
According to Casino Gambling Terms and 

Definitions, the “odds” describe the ratio of 
probabilities or the amount a bet pays [17].  The 
pay-out table holds the combinations of game 
elements that will appear in the video cells 
and the pay value is associated with a winning 
combination of game elements [18].  The 
probability table or pay-out table is stored in the 
EPROM and is accessed by the odds routines to 
calculate the points won by the player [9].

8   Contribution

        
Fig. 6. Information Retrieval and Evidence Analysis Model

This study has contributed to the development 
of a gambling machine forensic analysis model.  
Figure 6 diagrams the information retrieval and 
evidence analysis process.  Each arrow in the 
diagram is numbered and represents a certain 
function involved in the forensic analysis process.

{1}: The EPROM chip is removed from the Z80 
microcontroller.
{2},{3}: Information stored in the EPROM chip is 
retrieved using Chip Max        programmer.
{4}: The output from the chip reading process is 
identified as machine code.
{5}: The Z80 Simulator IDE is used to disassemble 
the machine code.
{6}: The output from the disassembly process is 
examined.
{7}: The assembly program is translated manually 
into Z80 instruction synonyms.
{8}: The machine code is read using Hex Editor 
tool.
{9}: The output from step {8} is a group of symbols, 
numbers, text and letters.
{10}: A string search process is conducted and 
gambling terms found.

9 Conclusion

A gaming machine is considered a gambling 
machine when it involves an actual monetary 
transaction and a bet to win the game.  In order 
to choose the winning combination, a random 
number generating process is called and the 
payout value is selected from the payout table 
stored in memory.  The following routines are 
commonly identified in gambling programs, and 
were present in our case study:

(a) A betting mechanism

The “double up game” string identifies a 
gambling mode which is used by the player to 
place another bet or to play the game a second 
time using the same amount of money.  Based 
on this string, we proved that the machine allows 
doubling up in a game that can be played only by 
betting a certain number of credits.

(b) A random number generation process

The string “special odds for total bet” indicates 
that a special odds payout table was called to 
determine the total points won by the player.  
The winning combination of “all fruits” is related 
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to random number generation, because the 
game element displayed in the video display 
cells is selected randomly from an associated 
random table containing the numbers and game 
elements [18].  The game elements described are 
actually typical slot machine objects (e.g., “bars”, 
“oranges”, “cherries”).  When a game is played, 
the entire array of cells is examined. The payout 
table holding the “all fruits” combination of game 
elements is called to determine the winning 
combination and its associated payout value.

(c) Presence of a payout value

The presence of the “hopper empty…call 
attendant” string demonstrates that a player has 
requested a payout. At the end of play, the player 
decided to redeem his winnings; however a coin 
output error occurred.  This statement was stored 
in memory as information related to the game 
played [14].  This string proves that the machine 
is able to redeem credits won by a player. 

Our findings prove that the gaming machine 
described in this paper is a gambling machine. 
If the establishment where the machine was 
confiscated was unlicensed, this would constitute 
an illegal gambling operation.

10 Future Work

The search process could be improved by the de-
velopment of software tools containing intelligent 
agents to perform keyword or subroutine searches 
and identify gambling-related terms or mechanisms 
within the machine memory.  Current gambling ma-
chines exploit advances in system development to 
avoid dependence on hardware components.  Ad-
vanced extraction and analysis techniques are nec-
essary to identify gaming machines which are ca-
pable of conducting gambling activities. 
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